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What are graph machine learning (ML) algorithms?
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Graph Machine Learning Algorithms

Social networks

Knowledge Graphs

Financial Networks

E-Commerce Networks
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What are graph machine learning (ML) algorithms?
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Graph Machine Learning Algorithms (Cont.)

In general, graph machine learning algorithms 
extract information encoded in the graph 
data to facilitate our understanding (on these 
graphs) and gain benefit on various predictive tasks.

Graph Mining 
Algorithms

• Who are potential 
friends?

• Which item will 
this customer buy?

• Which loan 
applicant is with 
the lowest risk of
debt default?

…

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Popular Graph ML Algorithms

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Shallow graph embedding 
methods.

Graph Neural Networks 
(GNNs).

Learning node embeddings that
preserve the structural proximity.

Typical examples: Deepwalk, 
Node2Vec, etc.,

Encoding the node attribute and 
structure information into the 
learned node embeddings.

Typical examples: Graph 
Convolutional Networks (GCNs), 
GraphSAGE, etc.
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The Risk of Bias in Graph ML

Potential discrimination in
recommender systems.

Popular items are often over-
emphasized in recommendations, while 
less popular ones get less exposure [1].

[1] Abdollahpouri, Himan, et al. "The impact of popularity bias on fairness and calibration in recommendation." arXiv preprint arXiv:1910.05755 (2019).
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The Risk of Bias in Graph ML 

Potential discrimination in
recommender systems.

Popular items are often over-
emphasized in recommendations, while 
less popular ones get less exposure [1].

Unpopular providers always bear 
much less exposure rates across 
different recommendation models [2].

[1] Abdollahpouri, Himan, et al. "The impact of popularity bias on fairness and calibration in recommendation." arXiv preprint arXiv:1910.05755 (2019).
[2] Qi, Tao, et al. "Profairrec: Provider fairness-aware news recommendation." In SIGIR 2022.
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The Risk of Bias in Graph ML (Cont.)

Potential discrimination in social networks.

Proportion

Frequency of Recommendation

Male

Female

Users who get recommended to be 
connected exhibit divergence 
between males and females [1].

[1] Stoica, Ana-Andreea, et al. “Algorithmic Glass Ceiling in Social Networks: The effects of social recommendations on network diversity.” In WWW 2018.
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The Risk of Bias in Graph ML (Cont.)

Callback Rates 

Potential discrimination in social networks.

Proportion

Frequency of Recommendation

Male

Female

Users who get recommended to be 
connected exhibit divergence 
between males and females [1].

Users’ religion could also be a source 
of hiring discrimination in social 
networks [2].

Republican
States

Politically
Mixed States

Democratic
States

[1] Stoica, Ana-Andreea, et al. “Algorithmic Glass Ceiling in Social Networks: The effects of social recommendations on network diversity.” In WWW 2018.
[2] Acquisti, Alessandro, et al. "An experiment in hiring discrimination via online social networks." Management Science 66.3 (2020): 1005-1024.
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Algorithmic Fairness

Fairness can be defined in different ways [1]: different real-world 
applications show biases from various perspectives [2].

[1] Du, Mengnan, et al. "Fairness in deep learning: A computational perspective." IEEE Intelligent Systems 36.4 (2020): 25-34.
[2] Dong, Yushun, et al. "Fairness in graph mining: A survey." IEEE Transactions on Knowledge and Data Engineering (2023).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Algorithmic Fairness

For example, it depends on the specific studied problem to 
determine which case should be considered as fair.

Fairness can be defined in different ways [1]: different real-world 
applications show biases from various perspectives [2].

[1] Du, Mengnan, et al. "Fairness in deep learning: A computational perspective." IEEE Intelligent Systems 36.4 (2020): 25-34.
[2] Dong, Yushun, et al. "Fairness in graph mining: A survey." IEEE Transactions on Knowledge and Data Engineering (2023).
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Algorithmic Fairness (Cont.)

Despite the lack of a universal criterion for fairness, we could 
still study fairness in algorithms: there are various existing 
fairness notions based on people’s awareness.
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Then how to define fairness?

17

Algorithmic Fairness (Cont.)

Despite the lack of a universal criterion for fairness, we could 
still study fairness in algorithms: there are various existing 
fairness notions based on people’s awareness.

Application
Scenarios
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Algorithmic Fairness (Cont.)

Despite the lack of a universal criterion for fairness, we could 
still study fairness in algorithms: there are various existing 
fairness notions based on people’s awareness.

Application
Scenarios

Various fairness
notions

How to realize them 
in algorithms?

People’s 
awareness
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Fairness in Graph ML Algorithms

In the realm of graph machine learning…

Graph-based 
application 
scenarios

Fairness notions on 
graphs

How to realize them in 
graph machine 
learning algorithms?

People’s 
awareness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
(1) Formulating proper fairness notions as the criteria to 

determine the existence of unfairness (i.e., bias).
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
(1) Formulating proper fairness notions as the criteria to 

determine the existence of unfairness (i.e., bias).

Attributed 
Graph 1

Attributed 
Graph 2

+

+

Fair or biased?

Fair or biased?
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
(1) Formulating proper fairness notions as the criteria to 

determine the existence of unfairness (i.e., bias).
(2) Preventing the graph ML algorithms from inheriting the 

bias exhibited in the input graphs.
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
(1) Formulating proper fairness notions as the criteria to 

determine the existence of unfairness (i.e., bias).
(2) Preventing the graph ML algorithms from inheriting the 

bias exhibited in the input graphs.

(a) (b)

Compared with the structure in (a), the bias in the graph structure of (b) could 
lead to biased embeddings in Graph Neural Networks (GNNs).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fulfilling Fairness in Graph ML Algorithms

Unique Challenges of fulfilling fairness in graph ML algorithms.
(1) Formulating proper fairness notions as the criteria to 

determine the existence of unfairness (i.e., bias).
(2) Preventing the graph ML algorithms from inheriting the 

bias exhibited in the input graphs.

An example in Graph Neural Networks (GNNs): the unbalance between intra-
group and inter-group edges could easily induce bias in the outcome space [1].

[1] Dong, Yushun, et al. "Fairness in graph mining: A survey." IEEE Transactions on Knowledge and Data Engineering (2023).
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Taxonomy of Fairness Notions

A taxonomy of commonly used algorithmic fairness notions 
in graph ML.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Taxonomy of Fairness Notions (Cont.)

A taxonomy of commonly used algorithmic fairness notions 
in graph ML.

A general idea of group fairness: categorical sensitive attributes (e.g., 
gender, race) divide the whole population into different sensitive 
subgroups, and each group should gain their fair share of interest [1].

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



30

Demographic Parity

Group Fairness: Demographic Parity

vs.

Female Male

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Demographic Parity

Group Fairness: Demographic Parity

vs.

Female Male

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
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Demographic Parity

Group Fairness: Demographic Parity

Fair in perspective of 
Demographic Parity. vs.

Female Male

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
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Demographic Parity

Group Fairness: Demographic Parity

Fair in perspective of 
Demographic Parity. vs.

Female Male

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

vs.

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
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Demographic Parity

Group Fairness: Demographic Parity

Fair in perspective of 
Demographic Parity.

Unfair in perspective 
of Demographic Parity.

vs.

vs.

Female Male

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
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Demographic Parity (Cont.)

Group Fairness: Demographic Parity

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Criterion:

Metric:

P "𝑌 = 1 𝑆 = 0 = P "𝑌 = 1 𝑆 = 1

Δ!" = |P "𝑌 = 1 𝑆 = 0 − P "𝑌 = 1 𝑆 = 1 |

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
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Demographic Parity (Cont.)

Group Fairness: Demographic Parity

Demographic Parity is considered as achieved if the model yields the 
same positive rate for individuals in both sensitive subgroups. 

Demographic Parity is first proposed in binary classification 
task for tabular data [1].

Criterion:

Metric:

Recent works on fairness for graph ML algorithms have extended 
this notion to other settings, including link prediction [2, 3] and 
scenarios with continuous sensitive feature(s) values [4];

P "𝑌 = 1 𝑆 = 0 = P "𝑌 = 1 𝑆 = 1

Δ!" = |P "𝑌 = 1 𝑆 = 0 − P "𝑌 = 1 𝑆 = 1 |

[1] Dwork, Cynthia, et al. "Fairness through awareness." In ITCS 2012.
[2] Acquisti, Alessandro, et al. "An experiment in hiring discrimination via online social networks." Management Science 66.3 (2020): 1005-1024.
[3] Du, Mengnan, et al. "Fairness in deep learning: A computational perspective." IEEE Intelligent Systems 36.4 (2020): 25-34.
[4] Dong, Yushun, et al. "Fairness in graph mining: A survey." IEEE Transactions on Knowledge and Data Engineering (2023).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



38

Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rates are enforced to be the 
same between sensitive subgroups conditional on the ground 
truth class labels.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rates are enforced to be the 
same between sensitive subgroups conditional on the ground 
truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rate are enforced to be the 
same between demographic subgroups conditional on the 
ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

The intuition of Equality of Odds: to enforce the true 
positive rate (right and positive results) and false positive rate 
(wrong but positive results) to be the same across sensitive 
subgroups;

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rate are enforced to be the 
same between demographic subgroups conditional on the 
ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

The intuition of Equality of Odds: to enforce the true 
positive rate (right and positive results) and false positive rate 
(wrong but positive results) to be the same across sensitive 
subgroups;

Equality of Opportunity: the positive rates are enforced to 
be the same between sensitive subgroups conditional on the 
positive ground truth class labels.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rate are enforced to be the 
same between demographic subgroups conditional on the 
ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

The intuition of Equality of Odds: to enforce the true 
positive rate (right and positive results) and false positive rate 
(wrong but positive results) to be the same across sensitive 
subgroups;

P "𝑌 = 1 𝑆 = 0, 𝑌 = 1 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 1Criterion:

Metric: Δ!" = |𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃($𝑌 = 1|𝑆 = 1, 𝑌 = 1)|

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.

Equality of Opportunity: the positive rates are enforced to 
be the same between sensitive subgroups conditional on the 
positive ground truth class labels.
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rate are enforced to be the 
same between demographic subgroups conditional on the 
ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

The intuition of Equality of Odds: to enforce the true 
positive rate (right and positive results) and false positive rate 
(wrong but positive results) to be the same across sensitive 
subgroups;

Equality of Opportunity: the positive rate is enforced to be 
the same between demographic subgroups conditional on the 
positive ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 1 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 1Criterion:

Metric: Δ!" = |𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃($𝑌 = 1|𝑆 = 1, 𝑌 = 1)|

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.

The intuition of Equality of Opportunity: to enforce the true 
positive rate (right and positive results) to be the same across sensitive 
subgroups;
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Equality of Odds/Opportunity

Group Fairness: 
Equality of Odds [1]  vs. Equality of Opportunity [1]

Equality of Odds: the positive rate are enforced to be the 
same between demographic subgroups conditional on the 
ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 𝑦 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 𝑦Criterion:
Metric: Δ!"# = 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 1

+ 𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 0 − 𝑃 $𝑌 = 1 𝑆 = 1, 𝑌 = 0

The intuition of Equality of Odds: to enforce the true 
positive rate (right and positive results) and false positive rate 
(wrong but positive results) to be the same across sensitive 
subgroups;

Equality of Opportunity: the positive rate is enforced to be 
the same between demographic subgroups conditional on the 
positive ground truth class labels.

P "𝑌 = 1 𝑆 = 0, 𝑌 = 1 = P "𝑌 = 1 𝑆 = 1, 𝑌 = 1Criterion:

Metric: Δ!" = |𝑃 $𝑌 = 1 𝑆 = 0, 𝑌 = 1 − 𝑃($𝑌 = 1|𝑆 = 1, 𝑌 = 1)|

The intuition of Equality of Opportunity: to enforce the true 
positive rate (right and positive results) to be the same across sensitive 
subgroups;

Extension to tasks other than node classification, e.g., link prediction [1, 2].

[1] Hardt, Moritz, et al. "Equality of opportunity in supervised learning." In NeurIPS, 2016.
[2] Acquisti, Alessandro, et al. "An experiment in hiring discrimination via online social networks." Management Science 66.3 (2020): 1005-1024.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



45

Fairness in Node Embedding Learning

(1) Distribution-Based Fairness.
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Embedding Dimension 2

     Male          Female
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     Male          Female

Fair node embeddingsUnfair node embeddings

Criterion: Learned node 
embedding distributions across 
sensitive subgroups should be 
similar.

Metric: Measures of distance 
between distributions, e.g., 
Wasserstein distance [1, 2].

[1] Dong, Yushun, et al. "Edits: Modeling and mitigating data bias for graph neural networks." In WWW 2022.
[2] Fan, Wei, et al. "Fair graph auto-encoder for unbiased graph representations with Wasserstein distance." In ICDM 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fairness in Node Embedding Learning

(1) Distribution-Based Fairness.

(2) Model-Based Fairness.

Em
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dd
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g 
D
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Embedding Dimension 2

     Male          Female

Em
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Embedding Dimension 2

     Male          Female

Fair node embeddingsUnfair node embeddings

Criterion: There should be no information about sensitive attributes 
encoded in the learned node embeddings.

Metric: Prediction accuracy on the sensitive attributes with a 
predictive model (the lower, the better) [3].

Criterion: Learned node 
embedding distributions across 
sensitive subgroups should be 
similar.

Metric: Measures of distance 
between distributions, e.g., 
Wasserstein distance [1, 2].

[1] Dong, Yushun, et al. "Edits: Modeling and mitigating data bias for graph neural networks." In WWW 2022.
[2] Fan, Wei, et al. "Fair graph auto-encoder for unbiased graph representations with Wasserstein distance." In ICDM 2021.
[3] Wu, Le, et al. "Learning fair representations for recommendation: A graph-based perspective." In WWW 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fairness in Graph Clustering

Graph Clustering

Cluster 1

Cluster 2
Cluster 3

Nodes from two sensitive
subgroups:

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



48

Fairness in Graph Clustering

Cluster 1

Cluster 2
Cluster 3

Criterion: Nodes from different sensitive
subgroups should be proportionally 
represented in each cluster [1].
Metric: Balance score, which measures fairness 
with the minimum ratio of node number [1].

𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝐶! = min
"#"!,","!∈{',…,)}

|𝑉" ∩ 𝐶!|
|𝑉"+ ∩ 𝐶!|

𝑉": node set of sensitive subgroup i;
𝐶,: node set of cluster l;

Graph Clustering

Cluster 1

Cluster 2
Cluster 3

Nodes from two sensitive
subgroups:

[1] Kleindessner, Matthäus, et al. "Guarantees for spectral clustering with fairness 
constraints." In ICML 2019.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML

49

Taxonomy of Fairness Notions

Another critical fairness notion in graph ML: Individual 
Fairness.

A general idea of individual fairness: similar individuals should 
receive similar outputs from the graph ML algorithms [1].

[1] Zeng, Ziqian, et al. Fair representation learning for heterogeneous information networks. In AAAI, 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Node Pair Distance-Based Fairness 

Input Space Output Space

Similar people Similar output

For any pair of node, this fairness notion enforces the output 
distance to be smaller than a scaled input distance -
which is consistent with the general idea of “similar individual 
should receive similar output” [1].

[1] Kang, Jian, et al. Inform: Individual fairness on graph mining. In SIGKDD, 2020. 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Node Pair Distance-Based Fairness 

For any pair of node, this fairness notion enforces the output 
distance to be smaller than a scaled input distance -
which is consistent with the general idea of “similar individual 
should receive similar output” [1].

𝐷$ 𝑓 𝑥 , 𝑓(𝑦) ≤ 𝐿𝐷% 𝑥, 𝑦 ∀ (𝑥, 𝑦)

Mathematically, we have

In practice, individual fairness enforces the following inequality

Output distance Input distance

L: Lipschitz Constant

𝐘 𝑖, : − 𝐘 𝑗, : &
% ≤

𝜖
𝐒 𝑖, 𝑗

∀ 𝑖, 𝑗 = 1,… , 𝑛

𝐘: Output matrix to compute 𝐷'; 𝐒: Similarity matrix according to 𝐷- 𝑥, 𝑦

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Kang, Jian, et al. Inform: Individual fairness on graph mining. In SIGKDD, 2020. 
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Node Ranking-Based Fairness 

Node Pair Distance-Based Fairness can lead to unfairness in a 
relative perspective: B is closer to A compared with C in the 
input space, but A and C is closer in the output space.

Input Space Output Space

Similar people Similar output?

A B

C

C

A

B

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Node Ranking-Based Fairness 

Node Pair Distance-Based Fairness can lead to unfairness in a 
relative perspective: B is closer to A compared with C in the 
input space, but A and C is closer in the output space.

Input Space Output Space

Similar people Similar output?

A B

C

C

A

B

This could lead to a sense of unfairness for involved individuals.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Node Ranking-Based Fairness 

Criterion: for each individual, its similarity rankings (between itself and 
all other people) in both input and output space should be the same [1].

[1] Dong, Yushun, et al. “Individual fairness for graph neural networks: A ranking based approach.” In SIGKDD, 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Node Ranking-Based Fairness 

Ranking in the output space Ranking in the input space

Metrics: average ranking similarity across all individuals, e.g., average 
NDCG@k [2].

Criterion: for each individual, its similarity rankings (between itself and 
all other people) in both input and output space should be the same [1].

: > > >
!! !! !! !! !!

: > > >
!! !!!! !! !!

: > > >
!! !!!! !! !!

: > > >
!! !!!! !! !!Consistent

Inconsistent

[1] Dong, Yushun, et al. “Individual fairness for graph neural networks: A ranking based approach.” In SIGKDD, 2021.
[2] Kleindessner, Matthäus, et al. "Guarantees for spectral clustering with fairness constraints." In ICML, 2019.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Individual Fairness in Graph Clustering

Graph Clustering
Cluster 1

Cluster 2
Cluster 3

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Individual Fairness in Graph Clustering

Graph Clustering
Cluster 1

Cluster 2
Cluster 3

Criterion: For every node , its neighbors should 
be proportionally represented by each cluster [1].1

3

1
3

1
3

[1] Gupta, Shubham, et al. “Protecting individual interests across clusters: Spectral clustering with guarantees.” arXiv preprint arXiv:2105.03714, 2021. 
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Individual Fairness in Graph Clustering

Graph Clustering
Cluster 1

Cluster 2
Cluster 3

Criterion: For every node , its neighbors should 
be proportionally represented by each cluster [1].1

3

1
3

1
3

Metric: how disproportionately neighbors of a node 
are assigned in different clusters (node-level) [1].

𝜌' = min
(,*∈{$,…,.}

|𝐶( ∩ 𝑁0!|
|𝐶* ∩ 𝑁0!|

𝐶!: node set of cluster k;
𝐶,: node set in cluster l;
𝑁.": Neighbor set of node 𝑣";

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Gupta, Shubham, et al. “Protecting individual interests across clusters: Spectral clustering with guarantees.” arXiv preprint arXiv:2105.03714, 2021. 
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Taxonomy of Fairness Notions

• A fairness notion tailored with graph structure: 
Degree-Related Fairness.

A general idea of degree-related fairness: the degree of nodes should be 
independent from the quality of their corresponding predictions [1, 2, 3].

[1] Tang, Xianfeng, et al. “Investigating and mitigating degree-related biases in graph convoltuional networks.” In CIKM, 2020
[2] Kang, Jian, et al. “Rawlsgcn: Towards Rawlsian difference principle on graph convolutional network.” In WWW, 2022.
[3] Liu, Zemin, et al. "On Generalized Degree Fairness in Graph Neural Networks." arXiv preprint arXiv:2302.03881 (2023).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Degree-Related Fairness

However, graph mining 
algorithms rely on such 
information tend to yield 
predictions with much 
worse quality for low-
degree nodes, as they have 
fewer neighbors.

A typical information aggregation in Graph Neural Networks: 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Degree-Related Fairness

A typical information aggregation in Graph Neural Networks: 

However, graph mining 
algorithms rely on such 
information tend to yield 
predictions with much 
worse quality for low-
degree nodes, as they have 
fewer neighbors.

In graph data, a critical 
source of information is 
the complementary 
information between 
neighbors.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Degree-Related Fairness (Cont.)

However, graph mining 
algorithms relying on such 
information tend to yield 
predictions with much 
worse quality for low-
degree nodes, as they have 
fewer neighbors.

In graph data, a critical 
source of information is 
the complementary 
information between 
neighbors.

A typical average loss distribution across node degrees in 
Graph Neural Networks [1]: 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Jian, Kang, et al. “Rawlsgcn: Towards Rawlsian difference principle on graph convolutional network.” In TheWebConf, 2020.
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Degree-Related Fairness (Cont.)

However, graph mining 
algorithms relying on such 
information tend to yield 
predictions with much 
worse quality for low-
degree nodes, as they have 
fewer neighbors.

In graph data, a critical 
source of information is 
the complementary 
information between 
neighbors.

A typical average loss distribution across node degrees in 
Graph Neural Networks: 

Degree-Related Fairness requires that nodes should bear similar utility (e.g., node 
classification accuracy) in the graph mining algorithms regardless of their degrees.
Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Taxonomy of Fairness Notions

A fairness notion from the causal perspective: 
counterfactual fairness.

A general idea of counterfactual fairness: the sensitive information of any 
individual should not causally influence the corresponding output [1].

[1] Kusner, Matt J., et al. “Counterfactual fairness.” In NeurIPS, 2017.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



Structural causal model [1]

• Independent exogenous variables (U)
• Endogenous variables
• Causal graph (a Directed Acyclic Graph) & structural equations

(functions which describe the relations between variables)

65

Background: Causal Model

race

wageability

𝑈"

𝑈#

𝑈$

𝑈%

Biased information

65
[1] Pearl, Judea. Causality. Cambridge university press, 2009.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Counterfactual Fairness

The value of the prediction if 𝑆 had been set to 𝑠 (𝑠’)
Notice: other features may change correspondingly. Features Sensitive attribute

Prediction !𝑌 is counterfactually fair if under any 
features X = x and sensitive attribute S = s:

race address

applicationability

𝑈"

𝑈#

𝑈$

𝑈%

Descendants of the sensitive attribute will
be also changed after intervention

66Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Counterfactual Fairness on Graphs

Consider a network of loan applicants (including males 
and females):

Approved Still Approved?

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Counterfactual Fairness on Graphs

Consider a network of loan applicants (including males 
and females):

Approved Still Approved?

Criterion: If the sensitive feature of an individual is changed into a different 
value (e.g., from 𝑠 to 𝑠′), the output should still be maintained the same [1].

Metric: the percentage of nodes whose predicted label changes when their 
sensitive feature values are changed.

𝑃 <𝑌/←1 = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠 = 𝑃 <𝑌/←1+ = 𝑦|𝑋 = 𝑥, 𝑆 = 𝑠

[1] Kusner, Matt J., et al. “Counterfactual fairness.” In NeurIPS, 2017.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



Limitations of the above fairness notion:
(1) The sensitive attributes of each node’s neighbors may 
causally affect the prediction w.r.t. this node (red dashed edges); 

69

Counterfactual Fairness on Graphs

Flip the value of
sensitive attribute

6969Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



Limitations of the above fairness notion:
(2) The sensitive attributes may causally affect other features
and the graph structure (blue dashed edges).

70

Counterfactual Fairness on Graphs

Flip the value of
sensitive attribute

7070Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



• Graph counterfactual fairness [1]: An encoder
satisfies graph counterfactual fairness if for any node 𝑖:

• Example: the prediction for one’s loan application being 
approved should be the same regardless of this applicant’s and
his/her friends’ (connected in a social network) sensitive
information.

71

Graph Counterfactual Fairness

The node representation of 𝑖 when the values of
the sensitive attributes of all nodes on the graph
are set to s’ (s’’)

Node features
(including
sensitive attribute)

Graph
structure

7171
[1] Ma, Jing, et al. "Learning fair node representations with graph counterfactual fairness." In WSDM, 2022.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

s’ (s’’) : an n-dimensional vector for an n-node graph
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Taxonomy of Fairness Notions

Fairness notions in real-world applications: 
application-specific fairness.

In real-world applications, certain scenarios could bring a sense of 
unfairness, which requires defining application-specific fairness to 
depict if there is any exhibited bias.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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User Fairness in Recommendation

Application-specific fairness in recommender systems.

(1) User Fairness. Quantitative recommendation utility for different groups.

[1] Li, Yunqi, et al. “User-oriented fairness in recommendation.” In WWW, 2021. 

More biased [1]: Fairer [1]:

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



74

User Fairness in Recommendation

Application-specific fairness in recommender systems.

(1) User Fairness.

Criterion: User fairness requires that the recommendation quality for different 
users should be similar [1, 2]. 
Metric: Measured with the recommendation quality discrepancy between different 
groups of users (e.g., active users vs. inactive users) [1, 2]. 

Quantitative recommendation utility for different groups.

[1] Li, Yunqi, et al. “User-oriented fairness in recommendation.” In WWW, 2021. 
[2] Fu, Zuohui, et al. “Fairness-aware explainable recommendation over knowledge graphs.” In SIGIR, 2020. 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

More biased [1]: Fairer [1]:
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Popularity Fairness in Recommendation

Application-specific fairness in recommender systems.

(2) Popularity Fairness.

The filter bubble phenomenon: sometimes users 
are isolated from less popular items or information.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Popularity Fairness in Recommendation

Application-specific fairness in recommender systems.

(2) Popularity Fairness.

Criterion: Popular instances should not be over-emphasized compared with 
other instances [1]. 
Metric: Measured with the average recommendation rate of less popular instances.

The filter bubble phenomenon: sometimes users 
are isolated from less popular items or information.

[1]  Fisher, Joseph, et al. "Measuring social bias in knowledge graph embeddings." In workshop of AKBC, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Provider Fairness in Recommendation

Application-specific fairness in recommender systems.

(3) Provider Fairness.

In a recommender system:

there could be significant 
differences in the exposure 
rate of items from different 
providers in a 
recommendation system [1].

[1] Liu, Weiwen, et al. "Personalizing fairness-aware re-ranking." arXiv preprint arXiv:1809.02921 (2018).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Provider Fairness in Recommendation

Application-specific fairness in recommender systems.

(3) Provider Fairness.

Criterion: Items from different providers should receive the same exposure rate 
to the customers [1, 2, 3].
Metrics: (1) number of providers whose corresponding exposure rates are lower 
than a threshold exposure rate [1]; (2) diversity of providers for recommended 
items [2]; (3) item exposure rate difference between different providers [3]; 

[1] Boratto, Ludovico, et al. Interplay between upsampling and regularization for provider fairness in recommender systems. In UMUAI, 2020.
[2] Liu, Weiwen, et al. "Personalizing fairness-aware re-ranking." arXiv preprint arXiv:1809.02921 (2018).
[3] Patro, Gourab, et al. “Fairrec: Two-sided fairness for personalized recommendations in two-sided platforms.” In WWW, 2020.

In a recommender system:

there could be significant 
differences in the exposure 
rate of items from different 
providers in a 
recommendation system [2].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Marketing Fairness in Recommendation

Application-specific fairness in recommender systems.

(4) Marketing Fairness. Users’ interactions are biased according to the marketing 
strategies: under certain marketing strategy, identity-
consistent users interact more with this item [1].

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Marketing Fairness in Recommendation

Application-specific fairness in recommender systems.

(4) Marketing Fairness.

Identity Consistent 
Users: Males

Identity Consistent 
Users: Females

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

Users’ interactions are biased according to the marketing 
strategies: under certain marketing strategy, identity-
consistent users interact more with this item [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Marketing Fairness in Recommendation

Application-specific fairness in recommender systems.

(4) Marketing Fairness.

Criterion: Recommender systems should not inherit such bias from data and yield biased 
recommendations [1]. 
Metric: The difference of the recommendation error variance between identity-consistent and 
identity-inconsistent users [1].

Identity Consistent 
Users: Males

Identity Consistent 
Users: Females

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

Users’ interactions are biased according to the marketing 
strategies: under certain marketing strategy, identity-
consistent users interact more with this item [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Social Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(1) Social Fairness.

[1] Zeng, Ziqian, et al. “Fair representation learning for heterogeneous information networks.” In AAAI, 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

A traditional stereotype: bankers are males, while nurses are females [1].
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Social Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(1) Social Fairness.

Criterion: The historical biases should not be encoded in the learned entity 
embeddings in knowledge graphs [1]. 
Metric: Distribution difference between the prediction distribution and uniform 
distribution over all possible sensitive feature values [2]. 

A traditional stereotype: bankers are males, while nurses are females [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Zeng, Ziqian, et al. “Fair representation learning for heterogeneous information networks.” In AAAI, 2021.
[2] Fisher, Joseph, et al. "Debiasing knowledge graph embeddings." In EMNLP, 2020.
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Path Diversity Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(2) Path Diversity Fairness.

On a user-item knowledge 
graph:

Meta-path distributions over 
their types can be different 
across different person entity 
groups [1].

[1] Fu, Zuohui, et al. “Fairness-aware explainable recommendation over knowledge graphs.” In SIGIR, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Path Diversity Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(2) Path Diversity Fairness.

Criterion: The distributions of meta-paths (over their types) should be similar across 
different demographic subgroups in the knowledge graph [1]. 
Metric: The difference of Simpson’s Index of Diversity (SID) between the meta-path
distributions of different demographic subgroups [1].

On a user-item knowledge 
graph:

Meta-path distributions over 
their types can be different 
across different person entity 
groups [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Fu, Zuohui, et al. “Fairness-aware explainable recommendation over knowledge graphs.” In SIGIR, 2020.
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Popularity Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(3) Popularity Fairness. Prediction for person entities based on DBpedia.

More biased [1]: Fairer [1]:

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Popularity Fairness in Knowledge Graphs

Application-specific fairness in knowledge graphs.

(3) Popularity Fairness.

Criterion: The prediction accuracy under certain tasks should be uniformly 
distributed w.r.t. entity node popularity (e.g., defined as the entity node degree) 
in the knowledge graph [1]. 
Metric: Difference between the output distribution of accuracy w.r.t. entity 
popularity and a uniform distribution [1].

More biased [1]: Fairer [1]:

Prediction for person entities based on DBpedia.

[1] Arduini, Mario, et al. “Adversarial learning for debiasing knowledge graph embeddings.” In SIGKDD, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Real-World Applications

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Theoretical Understanding of Bias



• Challenge: Analysis for tabular data cannot be directly 
extended to graphs
• Non-IID structure of graph data
• Intertwined bias from both nodal features and
graph structure

• Motivation: Theoretical understanding of bias is crucial
• Large-scale deployment in critical decision-making applications
• Guidance for fairness-aware algorithm design
• Explainability for the developed strategies

89

Motivation and Unique Challenges

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Need to develop novel analysis techniques for different 
learning frameworks and fairness notions
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Overview

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Analysis Techniques for 
Understanding Bias in Graph ML

Mean-discrepancy analysis
[Li, Peizhao, et. al., ICLR, 2021]

[Kose, O. Deniz, et. al., Arxiv, 2023]

Correlation-based analysis
[Kose, O. Deniz et. al., TNNLS, 2023]

Entropy-based analysis 
[Jiang, Zhimeng, et al., Arxiv, 2023]

PAC-Bayesian analysis 
[Ma, Jiaqi, et. al., NeurIPS, 2021]

Gradient-based analysis 
[Kang, Jian et. al., WWW, 2022]



• Existing two works:
• link prediction with mean aggregation scheme [1] 

• node classification using attention-based aggregation [2]

• Bias term: discrepancy of node representations from two 
sensitive groups
• Assuming binary sensitive attribute

• Inherently related to demographic parity
• Analytically demonstrated for both link prediction and node 

classification

91

Mean-discrepancy Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Li, Peizhao, et al. “On dyadic fairness: Exploring and mitigating bias in graph connections.” In ICLR, 2021.
[2]Kose, O. Deniz, et al. “FairGAT: Fairness-aware graph attention networks.” Arxiv, 2023.
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• Main finding: Balance the weights of inter- and intra-edges
• Edge weight balancing
• Change input graph topology via edge augmentations

• These analyses show demographic parity affected by 
weights on intra- and inter-edges
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Intuitions from Mean-discrepancy

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



• Bound
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Discrepancy for Mean Aggregation

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Li, Peizhao, et al. “On dyadic fairness: Exploring and mitigating bias in graph connections.” In ICLR, 2021.

Mean aggregation at lth layer

[ [ [[ R

Theorem [1]: 
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Ev⇠V [xv | v 2 S0]
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max {�min kµ0 � µ1k1 � 2�, 0}  �Aggr
DP  �max kµ0 � µ1k2 + 2

p
N�
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�Aggr
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⇣
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Dmax := maxv2V deg(v)
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P

sv 6=su
Avu

<latexit sha1_base64="YHkyBpUNZJC/DHc33a0RRFQMf1Y=">AAACXXicbVFNaxsxENVumzR2vpz20EMvok4hvZjdFNoSKAR6ySmktE4ClmNm5VmviFa7lWYNZtk/2VtyyV+J/AGtkw4Int57w2ieklIrR1F0F4QvXm5svtpqtbd3dvf2OwevL11RWYl9WejCXifgUCuDfVKk8bq0CHmi8Sq5/T7Xr6ZonSrML5qVOMxhYlSqJJCnRh06FDlQJkHXP5tRdFMLmanm5JvQmJKop1wow9cs/qbGf6nz5mj6kQsJ5ZqtjhsuDP7mYgrWFJQpMxFWTTISzeGo04160aL4cxCvQJet6mLU+SPGhaxyNCQ1ODeIo5KGNVhSUmPTFpXDEuQtTHDgoYEc3bBepNPwD54Z87Sw/hjiC/bfjhpy52Z54p3zBdxTbU7+TxtUlH4d1sqUFaGRy0FppTkVfB41HyuLkvTMA5BW+bdymYEFSf5D2j6E+OnKz8HlcS/+3It/HHdPP63i2GLv2Ht2xGL2hZ2yM3bB+kyy+4AFraAdPIQb4U64t7SGwarnDVur8O0j3Ku1fA==</latexit>
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0 := {v 2 S0 | N (v) \ S1 6= ?}
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0 = {4, 5}
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S�
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max {�min kµ0 � µ1k1 � 2�, 0}  �Aggr
DP  �max kµ0 � µ1k2 + 2

p
N�

[1] Li, Peizhao, et al. “On dyadic fairness: Exploring and mitigating bias in graph connections.” In ICLR, 2021.

• βmax  : multiplying factor on the disparity of input representations

• If topology fixed, 𝛽2 is a constant pre-determined by input graph 
• Can modify the total weights of inter edges, mw, to reduce β1
• Manipulate mw to reduce β1         tighter upper bound for

<latexit sha1_base64="SoreXYgzyiWD/8D0VAyD25ZE40o=">AAAB/XicbVC7TsNAEDyHVwgv8+hoLBIkqshOAZRBpKAMEnlIibHOl41zyvls3Z2RgmXxKzQUIETLf9DxN1wSF5Aw0kqjmV3t7vgxo1LZ9rdRWFldW98obpa2tnd298z9g7aMEkGgRSIWia6PJTDKoaWoYtCNBeDQZ9Dxx9dTv/MAQtKI36lJDG6IA06HlGClJc88qvQbwBT20kYzu0+vgkBkFc8s21V7BmuZODkpoxxNz/zqDyKShMAVYVjKnmPHyk2xUJQwyEr9REKMyRgH0NOU4xCkm86uz6xTrQysYSR0cWXN1N8TKQ6lnIS+7gyxGslFbyr+5/USNbx0U8rjRAEn80XDhFkqsqZRWAMqgCg20QQTQfWtFhlhgYnSgZV0CM7iy8ukXas651Xntlau1/I4iugYnaAz5KALVEc3qIlaiKBH9Ixe0ZvxZLwY78bHvLVg5DOH6A+Mzx+9HpS3</latexit>

�Aggr
DP



• Most GNN structures assign equal weights to all 
neighbors

95

Discrepancy Measure with Attention

[2] Kose, O. Deniz, et al. “FairGAT: Fairness-aware graph attention networks.” Arxiv, 2023.
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• GATs learn weights ⍺vu indicating the 

importance of neighbor u to node v
• Aggregation: 
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hl+1
v = �

⇣P
u2Nv

↵l
vu ·W lhl

u

⌘

• For the lth GAT layer, [2] upper bounds the disparity of outputs 
for two sensitive groups: 
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�l+1
h :=

��mean
�
hl+1
j | sj = 0

�
�mean

�
hl+1
j | sj = 1

���
2

• [2] further shows 𝛿h
L+1 is equivalent to demographic parity 

for node classification, when the output of final layer is a 
probability for class label 1 (e.g., sigmoid in the last layer)



Theorem [2]: spectral norm 
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vk 2 Sj , i 6= j

<latexit sha1_base64="h0C4vZK/IHhBbUEZcaxV1a45flY=">AAACcXichVHLSgMxFM2Mr1pf9bERUYJVEJQyU0RFEApuXNbWqtCpQybNtKGZB8kdoUy79/vc+RNu/AHTdgq+wAOBwzn33tyceLHgCizrzTBnZufmF3KL+aXlldW1wvrGvYoSSVmDRiKSjx5RTPCQNYCDYI+xZCTwBHvwetcj/+GZScWj8A76MWsFpBNyn1MCWnILLwc1135yaJdfXjm+JDR1BPNhUM9UR/JOFwbDTHYCAl1KRFofuvbUO8E11/pzhvXfDGvqHbiFolWyxsC/iZ2RIspQdQuvTjuiScBCoIIo1bStGFopkcCpYMO8kygWE9ojHdbUNCQBU610nNgQH2qljf1I6hMCHqtfO1ISKNUPPF052lb99EbiX14zAf+ilfIwToCFdHKRnwgMER7Fj9tcMgqirwmhkutdMe0SnRnoT8rrEOyfT/5N7ssl+6xk35aLldMsjhzaQfvoCNnoHFXQDaqiBqLo3dgydo0948PcNrG5Pyk1jaxnE32DefwJ5Xq/jw==</latexit>

R�
1 :=

|S�
1 |

|S1| , R
�
0 :=

|S�
0 |

|S0|

Lipschitz constant of the nonlinear activation

<latexit sha1_base64="8w/91jutUzvPvqvgw3b4uHh238k=">AAACD3icbVDLSsNAFJ34rPUVdelmsFUEoSRF1I1QcOOygn1AE8vNdNIMnTyYmQgl9A/c+CtuXCji1q07/8ZpG0RbD1w4c869zL3HSziTyrK+jIXFpeWV1cJacX1jc2vb3NltyjgVhDZIzGPR9kBSziLaUExx2k4EhdDjtOUNrsZ+654KyeLoVg0T6obQj5jPCCgtdc0jXHaAJwHcZQ4J2Aif4J93HNI+jPAltstds2RVrAnwPLFzUkI56l3z0+nFJA1ppAgHKTu2lSg3A6EY4XRUdFJJEyAD6NOOphGEVLrZ5J4RPtRKD/ux0BUpPFF/T2QQSjkMPd0ZggrkrDcW//M6qfIv3IxFSapoRKYf+SnHKsbjcHCPCUoUH2oCRDC9KyYBCCBKR1jUIdizJ8+TZrVin1Xsm2qpdprHUUD76AAdIxudoxq6RnXUQAQ9oCf0gl6NR+PZeDPep60LRj6zh/7A+PgGhV6bAw==</latexit>

↵� + ↵! = 1where

<latexit sha1_base64="pJ519Zjgv07QdmfGcp6UAPYA4bE=">AAAChnicbVFNbxMxEPVugYbwlcKRi0WK1CoiWge15RiJCwcOpSJNpThZzTrerFXvR+3Zimi7P4U/xY1/g7NZEDSMZM/TezPy+E1UaGUxCH56/t6Dh4/2O4+7T54+e/6id/Dy0ualEXIicp2bqwis1CqTE1So5VVhJKSRltPo+uNGn95KY1WefcV1IecprDIVKwHoqLD3/ZAvpUYIk0WlB6ymXMsb+tndMR5xq1YphBVP4RutWy4FTKK4mtYLzY1aJXjcCHdb+SJkCy4SRTnoIoEGDy7CYId8x353N+mO/plDD0QrHYa9fjAMmqC7gLWgT9o4D3s/+DIXZSozFBqsnbGgwHkFBpXQsu7y0soCxDWs5MzBDFJp51VjY03fOmZJ49y4kyFt2L87KkitXaeRq9yYYO9rG/J/2qzE+MO8UllRoszE9qG41BRzutkJXSojBeq1AyCMcrNSkYABgW5zXWcCu//lXXA5GrLTIfsy6o9HrR0d8pq8IUeEkTMyJp/IOZkQ4e15x97Ie+93/KF/4p9tS32v7XlF/gl//AuSiMOQ</latexit>

�l+1
h  L

�
�max

�
Wl

�
|(R�

1↵
� +R�

0↵
� � 1)| �lh + c

�

<latexit sha1_base64="SoRitw57Avw1Af0qMkHQ/zws+/w=">AAACCXicbVDLSsNAFJ34rPUVdelmsBVcSEmKr41QcOOyon1AE8NkOmmHTh7MTIQyZOvGX3HjQhG3/oE7/8ZJm4W2HrhwOOde7r3HTxgV0rK+jYXFpeWV1dJaeX1jc2vb3NltizjlmLRwzGLe9ZEgjEakJalkpJtwgkKfkY4/usr9zgPhgsbRnRwnxA3RIKIBxUhqyTNh1QmRHGLE1G3mKSu7Vw4e0uzSUSfHp05W9cyKVbMmgPPELkgFFGh65pfTj3EakkhihoTo2VYiXYW4pJiRrOykgiQIj9CA9DSNUEiEqyafZPBQK30YxFxXJOFE/T2hUCjEOPR1Z362mPVy8T+vl8rgwlU0SlJJIjxdFKQMyhjmscA+5QRLNtYEYU71rRAPEUdY6vDKOgR79uV50q7X7LOafVOvNOpFHCWwDw7AEbDBOWiAa9AELYDBI3gGr+DNeDJejHfjY9q6YBQze+APjM8foqmZlw==</latexit>

S�
0 = {4, 5}

<latexit sha1_base64="tGGO+NE10TC+AN446PVdQmMkELM=">AAACB3icbVDLSsNAFJ3UV62vqEtBBlvBVUm6sG6EghuXFe0Dmhgm00k7dDIJMxOhhOzc+CtuXCji1l9w5984abPQ1gMXDufcy733+DGjUlnWt1FaWV1b3yhvVra2d3b3zP2DrowSgUkHRywSfR9JwignHUUVI/1YEBT6jPT8yVXu9x6IkDTid2oaEzdEI04DipHSkmce15wQqTFGLL3NvNTO7lMHj2l26aRNJ6t5ZtWqWzPAZWIXpAoKtD3zyxlGOAkJV5ghKQe2FSs3RUJRzEhWcRJJYoQnaEQGmnIUEummsz8yeKqVIQwioYsrOFN/T6QolHIa+rozP1ouern4nzdIVHDhppTHiSIczxcFCYMqgnkocEgFwYpNNUFYUH0rxGMkEFY6uooOwV58eZl0G3X7vG7fNKqtRhFHGRyBE3AGbNAELXAN2qADMHgEz+AVvBlPxovxbnzMW0tGMXMI/sD4/AG1P5km</latexit>

S�
1 = {7}

Total amount of attention 
assigned to inter-edges

[2] Kose, O. Deniz, et al. “FairGAT: Fairness-aware graph attention networks.” Arxiv, 2023.
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<latexit sha1_base64="Y0J0D3X10j1k9XHehPGGdRrBo0M=">AAACUXicbVFNbxMxFHxZvkrKR4AjlyeSSkVC0W6FKBekSlw4oaKStlIcVm8dp+vG693a3kqR5b/IAU78Dy4cQDgfB9oykqXRzBv5eVw0SlqXpj86ya3bd+7e27rf3X7w8NHj3pOnx7ZuDRcjXqvanBZkhZJajJx0Spw2RlBVKHFSzN8v/ZNLYays9We3aMSkojMtZ5KTi1LeKweMVFPSF894KcM7Ztsq94RMamQVuZKT8h/D7vwlMk4NHuUy4DqS+zlSGHR3cHAZebiaOQq5Pw+vUDItLvB8kPf66TBdAW+SbEP6sMFh3vvGpjVvK6EdV2TtOEsbN/FknORKhC5rrWiIz+lMjCPVVAk78atGAu5EZYqz2sSjHa7UfxOeKmsXVREnlwvb695S/J83bt3s7cRL3bROaL6+aNYqdDUu68WpNII7tYiEuJFxV+QlGeIufkI3lpBdf/JNcrw3zN4Ms097/YPXmzq24Dm8gF3IYB8O4AMcwgg4fIWf8Bv+dL53fiWQJOvRpLPJPIMrSLb/Av6usqg=</latexit>

↵� =
P

a2N (k)\Si
↵ka for

<latexit sha1_base64="R4yxSGd/CYk4E4sUTvwhF1+voU8=">AAACDnicbVDLSsNAFJ34rPUVdelmsC24kJIUUZcFNy4r2gc0IUymk3baySTOTAol5Avc+CtuXCji1rU7/8Zpm4W2HrhwOOde7r3HjxmVyrK+jZXVtfWNzcJWcXtnd2/fPDhsySgRmDRxxCLR8ZEkjHLSVFQx0okFQaHPSNsfXU/99pgISSN+ryYxcUPU5zSgGCkteWYFlsdeOsqgQzl0QqQGGLH0LvPSYXYGqcPJAxyWPbNkVa0Z4DKxc1ICORqe+eX0IpyEhCvMkJRd24qVmyKhKGYkKzqJJDHCI9QnXU05Col009k7GaxopQeDSOjiCs7U3xMpCqWchL7unB4sF72p+J/XTVRw5aaUx4kiHM8XBQmDKoLTbGCPCoIVm2iCsKD6VogHSCCsdIJFHYK9+PIyadWq9kXVvq2V6ud5HAVwDE7AKbDBJaiDG9AATYDBI3gGr+DNeDJejHfjY966YuQzR+APjM8fzv2bRw==</latexit>

vk 2 Sj , i 6= j

<latexit sha1_base64="h0C4vZK/IHhBbUEZcaxV1a45flY=">AAACcXichVHLSgMxFM2Mr1pf9bERUYJVEJQyU0RFEApuXNbWqtCpQybNtKGZB8kdoUy79/vc+RNu/AHTdgq+wAOBwzn33tyceLHgCizrzTBnZufmF3KL+aXlldW1wvrGvYoSSVmDRiKSjx5RTPCQNYCDYI+xZCTwBHvwetcj/+GZScWj8A76MWsFpBNyn1MCWnILLwc1135yaJdfXjm+JDR1BPNhUM9UR/JOFwbDTHYCAl1KRFofuvbUO8E11/pzhvXfDGvqHbiFolWyxsC/iZ2RIspQdQuvTjuiScBCoIIo1bStGFopkcCpYMO8kygWE9ojHdbUNCQBU610nNgQH2qljf1I6hMCHqtfO1ISKNUPPF052lb99EbiX14zAf+ilfIwToCFdHKRnwgMER7Fj9tcMgqirwmhkutdMe0SnRnoT8rrEOyfT/5N7ssl+6xk35aLldMsjhzaQfvoCNnoHFXQDaqiBqLo3dgydo0948PcNrG5Pyk1jaxnE32DefwJ5Xq/jw==</latexit>

R�
1 :=

|S�
1 |

|S1| , R
�
0 :=

|S�
0 |

|S0|

<latexit sha1_base64="OQ71mMiNIHseigBveekufbyo9Ng=">AAACKXicbVDLSsNAFJ34rPUVdelmsBUqYkmKqMuCG5dV7AOaGCbTSTN08mBmIpQ0v+PGX3GjoKhbf8Rpm4W2PXDhzDn3MvceN2ZUSMP40paWV1bX1gsbxc2t7Z1dfW+/JaKEY9LEEYt4x0WCMBqSpqSSkU7MCQpcRtru4Hrstx8JFzQK7+UwJnaA+iH1KEZSSY5eh+VR5c5JzewhtbBPMwux2Ef5A55C5RmLvTNonozKjl4yqsYEcJ6YOSmBHA1Hf7N6EU4CEkrMkBBd04ilnSIuKWYkK1qJIDHCA9QnXUVDFBBhp5NLM3islB70Iq4qlHCi/p1IUSDEMHBVZ4CkL2a9sbjI6ybSu7JTGsaJJCGefuQlDMoIjmODPcoJlmyoCMKcql0h9hFHWKpwiyoEc/bkedKqVc2LqnlbK9XP8zgK4BAcgQowwSWogxvQAE2AwRN4Ae/gQ3vWXrVP7XvauqTlMwfgH7SfXzMzpeo=</latexit>

|(R�
1↵

� +R�
0↵

� � 1)|• Reduce                                          for a tighter upper bound
• FairGAT [2] provides a novel attention strategy that minimizes this term

<latexit sha1_base64="mBxJ3/7bAgTWh7ByACg+LvpkLsA=">AAAC0XicbVLLbtQwFHXCqwyvAZZsLEYgJMQoKQhYVmLDCpXHtJUmQ+Q4d2as2k5q3yAi1wix5e/Y8Qd8Bk4mQkzbK1k6Oudc+z5c1FJYTJLfUXzp8pWr13auj27cvHX7zvjuvQNbNYbDjFeyMkcFsyCFhhkKlHBUG2CqkHBYHL/p9MMvYKyo9Cdsa1gottJiKTjDQOXjPzQrYCW0g5Omp/xoIJgxrPXOGC65DGwpbC1Za7GVQDMldO4yJus1++wyvhbe08eBbiSKUFWjtHvunfTu9EPuUj94thLoUxq05GLtGU1PfZaNMoSvaJSzU5x2LyQ0k3BCt809ldLODrocKt/gf23l40kyTfqg50E6gAkZYj8f/8rKijcKNHLJrJ2nSY2LcHloUEK4vrFQM37MVjAPUDMFduH6jXj6KDAlXVYmHI20Z//PcExZ26oiOBXDtT2rdeRF2rzB5euFE7puEDTfPLRsJMWKduulpTDAUbYBMG5EqJXyNTOMY/gEozCE9GzL58HB7jR9OU3f7072Xgzj2CEPyEPyhKTkFdkjb8k+mREevYsw8tG3+GPcxt/jHxtrHA0598lWxD//At4A5OI=</latexit>

min
↵�

|R�
1↵

� +R�
0↵

� � 1|
s.t. 0  ↵�  1

(1)

<latexit sha1_base64="pJ519Zjgv07QdmfGcp6UAPYA4bE=">AAAChnicbVFNbxMxEPVugYbwlcKRi0WK1CoiWge15RiJCwcOpSJNpThZzTrerFXvR+3Zimi7P4U/xY1/g7NZEDSMZM/TezPy+E1UaGUxCH56/t6Dh4/2O4+7T54+e/6id/Dy0ualEXIicp2bqwis1CqTE1So5VVhJKSRltPo+uNGn95KY1WefcV1IecprDIVKwHoqLD3/ZAvpUYIk0WlB6ymXMsb+tndMR5xq1YphBVP4RutWy4FTKK4mtYLzY1aJXjcCHdb+SJkCy4SRTnoIoEGDy7CYId8x353N+mO/plDD0QrHYa9fjAMmqC7gLWgT9o4D3s/+DIXZSozFBqsnbGgwHkFBpXQsu7y0soCxDWs5MzBDFJp51VjY03fOmZJ49y4kyFt2L87KkitXaeRq9yYYO9rG/J/2qzE+MO8UllRoszE9qG41BRzutkJXSojBeq1AyCMcrNSkYABgW5zXWcCu//lXXA5GrLTIfsy6o9HrR0d8pq8IUeEkTMyJp/IOZkQ4e15x97Ie+93/KF/4p9tS32v7XlF/gl//AuSiMOQ</latexit>

�l+1
h  L

�
�max

�
Wl

�
|(R�

1↵
� +R�

0↵
� � 1)| �lh + c
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KO�

KO�

KO�
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[2] Kose, O. Deniz, et al. “FairGAT: Fairness-aware graph attention networks.” Arxiv, 2023.
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Analysis Techniques for 
Understanding Bias in Graph ML

Mean-discrepancy analysis
[Li, Peizhao, et. al., ICLR, 2021]

[Kose, O. Deniz, et. al., Arxiv, 2023]

Correlation-based analysis
[Kose, O. Deniz et. al., TNNLS, 2023]

Entropy-based analysis 
[Jiang, Zhimeng, et al., Arxiv, 2023]

PAC-Bayesian analysis 
[Ma, Jiaqi, et. al., NeurIPS, 2021]

Gradient-based analysis 
[Kang, Jian et. al., WWW, 2022]



• Bias measure [1]: Correlation between aggregated 
representations,                                           ,  and sensitive 
attributes s

• Correlation between features and sensitive attributes 
leads to bias 
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Correlation-based Analysis [1]
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[1] Kose, O. Deniz, et al. “Demystifying and mitigating bias for node representation learning.” In TNNLS, 2023.

<latexit sha1_base64="ewIUNWVXCLX6Ruo8bbi3sL4gnB8=">AAAB9HicbVBNTwIxEO3iF+IX6tFLI5h4IrvEqEeiF4+YyEcCG9ItXWjotms7iyEbfocXDxrj1R/jzX9jgT0o+JJJXt6bycy8IBbcgOt+O7m19Y3Nrfx2YWd3b/+geHjUNCrRlDWoEkq3A2KY4JI1gINg7VgzEgWCtYLR7cxvjZk2XMkHmMTMj8hA8pBTAlbyy13NB0MgWquncq9YcivuHHiVeBkpoQz1XvGr21c0iZgEKogxHc+NwU+JBk4Fmxa6iWExoSMyYB1LJYmY8dP50VN8ZpU+DpW2JQHP1d8TKYmMmUSB7YwIDM2yNxP/8zoJhNd+ymWcAJN0sShMBAaFZwngPteMgphYQqjm9lZMh0QTCjangg3BW355lTSrFe+ycnFfLdVusjjy6ASdonPkoStUQ3eojhqIokf0jF7RmzN2Xpx352PRmnOymWP0B87nD4J/kfA=</latexit>!

• More problematic for graphs
• Generally, the neighbors share the same sensitive attribute

• Information aggregation among neighbors

• Aggregated representations are correlated with sensitive attributes

Indirect use of sensitive 
attributes in learning!

<latexit sha1_base64="kLmjK0ti356Td+WxFQvER7m208w=">AAACPHicbVA9SwNBEN2LXzF+nVraLEZBEcNdCrURFC1ip2gSMRfD3mYvWbL3we6cEI77YTb+CDsrGwtFbK3diwlodGDhzZt5szPPjQRXYFlPRm5icmp6Jj9bmJtfWFwyl1dqKowlZVUailBeu0QxwQNWBQ6CXUeSEd8VrO72TrJ6/Y5JxcPgCvoRa/qkE3CPUwKaapmXG45PoOt6yU16m4j0cJSe6nTXTh3BPNgakcfpzgiepY7knS5s4xFTyQZoyUbLLFolaxD4L7CHoIiGcd4yH512SGOfBUAFUaphWxE0EyKBU8HSghMrFhHaIx3W0DAgPlPNZHB8ijc108ZeKPULAA/Yn4qE+Er1fVd3Zouq8VpG/ldrxOAdNBMeRDGwgH5/5MUCQ4gzJ3GbS0ZB9DUgVHK9K6ZdIgkF7XdBm2CPn/wX1Mole69kX5SLR/tDO/JoDa2jLWSjfXSEKugcVRFF9+gZvaI348F4Md6Nj+/WnDHUrKJfYXx+AYPlr2g=</latexit>

Z
l = D

�1 (A+ I)Hl�1

Degree matrix Input representations 
at the lth layer



• Factors of bias amplification
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features for node n set of nodes with sensitive attribute j

µj := Ehn⇠U [xn | n 2 Sj ] , j = {0, 1}
<latexit sha1_base64="PsfjVI26S7QF3WC7JwLn2ilUP5A=">AAACb3icbVFNa9wwEJXdj6Tbj2zSQw8JRXRTaCEs9gbSUggEQiDHlHaTwMoYWZbXSiTZSOPSRfjaH9hb/0Mv/QeRvRtokw4IPb03o9E8ZbUUFqLoVxA+ePjo8dr6k8HTZ89fbAw3t85t1RjGp6ySlbnMqOVSaD4FAZJf1oZTlUl+kV0fd/rFN26sqPRXWNQ8UXSuRSEYBU+lwx+7JKtkbhfKb46opk3dVfvpkCgKZZa5E39e4sKVbaoxsULhaUskL2B2q3zvFSVy7DfRQc8zKt2X/jpixLyEZA+T0taUcReNJ0y1+OqQuGgvJu1uOhxF46gPfB/EKzBCqzhLhz9JXrFGcQ1MUmtncVRD4qgBwSRvB6Sx3Le6pnM+81BTxW3ier9a/NYzOS4q45cG3LN/VziqbOeIz+wGsXe1jvyfNmug+Jg4oesGuGbLRkUjMVS4Mx/nwnAGcuEBZUb4t2JWUkMZ+C8aeBPiuyPfB+eTcbw/nnyejI4OVnaso230Br1DMfqAjtApOkNTxNDvYCvYDnaCP+Gr8HWIl6lhsKp5if6J8P0Neja9dQ==</latexit>

<latexit sha1_base64="SoRitw57Avw1Af0qMkHQ/zws+/w=">AAACCXicbVDLSsNAFJ34rPUVdelmsBVcSEmKr41QcOOyon1AE8NkOmmHTh7MTIQyZOvGX3HjQhG3/oE7/8ZJm4W2HrhwOOde7r3HTxgV0rK+jYXFpeWV1dJaeX1jc2vb3NltizjlmLRwzGLe9ZEgjEakJalkpJtwgkKfkY4/usr9zgPhgsbRnRwnxA3RIKIBxUhqyTNh1QmRHGLE1G3mKSu7Vw4e0uzSUSfHp05W9cyKVbMmgPPELkgFFGh65pfTj3EakkhihoTo2VYiXYW4pJiRrOykgiQIj9CA9DSNUEiEqyafZPBQK30YxFxXJOFE/T2hUCjEOPR1Z362mPVy8T+vl8rgwlU0SlJJIjxdFKQMyhjmscA+5QRLNtYEYU71rRAPEUdY6vDKOgR79uV50q7X7LOafVOvNOpFHCWwDw7AEbDBOWiAa9AELYDBI3gGr+DNeDJejHfjY9q6YBQze+APjM8foqmZlw==</latexit>

S�
0 = {4, 5}

<latexit sha1_base64="tGGO+NE10TC+AN446PVdQmMkELM=">AAACB3icbVDLSsNAFJ3UV62vqEtBBlvBVUm6sG6EghuXFe0Dmhgm00k7dDIJMxOhhOzc+CtuXCji1l9w5984abPQ1gMXDufcy733+DGjUlnWt1FaWV1b3yhvVra2d3b3zP2DrowSgUkHRywSfR9JwignHUUVI/1YEBT6jPT8yVXu9x6IkDTid2oaEzdEI04DipHSkmce15wQqTFGLL3NvNTO7lMHj2l26aRNJ6t5ZtWqWzPAZWIXpAoKtD3zyxlGOAkJV5ghKQe2FSs3RUJRzEhWcRJJYoQnaEQGmnIUEummsz8yeKqVIQwioYsrOFN/T6QolHIa+rozP1ouern4nzdIVHDhppTHiSIczxcFCYMqgnkocEgFwYpNNUFYUH0rxGMkEFY6uooOwV58eZl0G3X7vG7fNKqtRhFHGRyBE3AGbNAELXAN2qADMHgEz+AVvBlPxovxbnzMW0tGMXMI/sD4/AG1P5km</latexit>

S�
1 = {7}

• Distributions of nodal features from different sensitive groups

• Node distribution

• Edge distribution

• Graph data augmentations on input graph
[1] Kose, O. Deniz, et al. “Demystifying and mitigating bias for node representation learning.” In TNNLS, 2023.
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Correlation for Mean Aggregation
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||⇢||1
<latexit sha1_base64="v9sU4oVFb5jCjAoJI4yu1c3rOz4=">AAACAHicbVC7TsMwFHV4lvIKMDCwRFRITFVSKsFYiYWxSPQhNVHkOE5r1bEj20Gqkiz8CgsDCLHyGWz8DU6bAVqOZPnonHt17z1BQolUtv1trK1vbG5t13bqu3v7B4fm0XFf8lQg3EOccjEMoMSUMNxTRFE8TASGcUDxIJjelv7gEQtJOHtQswR7MRwzEhEElZZ88zTP3YDTUM5i/WWumPAiz33HNxt2057DWiVORRqgQtc3v9yQozTGTCEKpRw5dqK8DApFEMVF3U0lTiCawjEeacpgjKWXzQ8orAuthFbEhX5MWXP1d0cGY1luqCtjqCZy2SvF/7xRqqIbLyMsSRVmaDEoSqmluFWmYYVEYKToTBOIBNG7WmgCBURKZ1bXITjLJ6+SfqvpXDVb9+1Gp13FUQNn4BxcAgdcgw64A13QAwgU4Bm8gjfjyXgx3o2PRemaUfWcgD8wPn8A7/qXNw==</latexit>

• Approach [1] : Bound with for <latexit sha1_base64="2I7D9+s7ZItDWUMXSkdjnVq49mM=">AAAB+3icbVDLSsNAFJ34rPUV69LNYCu4KkkRdSMUBXFZwT6gCWUymbRDJzNhZiKWkF9x40IRt/6IO//GaZuFth64cDjnXu69J0gYVdpxvq2V1bX1jc3SVnl7Z3dv3z6odJRIJSZtLJiQvQApwignbU01I71EEhQHjHSD8c3U7z4SqajgD3qSED9GQ04jipE20sCu1OiVl7nQw6HQCt56eW1gV526MwNcJm5BqqBAa2B/eaHAaUy4xgwp1XedRPsZkppiRvKylyqSIDxGQ9I3lKOYKD+b3Z7DE6OEMBLSFNdwpv6eyFCs1CQOTGeM9EgtelPxP6+f6ujSzyhPUk04ni+KUga1gNMgYEglwZpNDEFYUnMrxCMkEdYmrrIJwV18eZl0GnX3vH5236g2r4s4SuAIHINT4IIL0AR3oAXaAIMn8AxewZuVWy/Wu/Uxb12xiplD8AfW5w8cDZM0</latexit>

i = {1 · · ·F}
<latexit sha1_base64="yX9GSFx5irXPUTH0m0Hd72XZsJw=">AAACHXicbVBNS8NAEN3U7/pV9ehlsQoKUpIiKoJQ7MVjBatCU8Jmu2mXbrJhdyLWkD/ixb/ixYMiHryI/8bth6CtDwYe780wM8+PBddg219Wbmp6ZnZufiG/uLS8slpYW7/SMlGU1akUUt34RDPBI1YHDoLdxIqR0Bfs2u9W+/71LVOay+gSejFrhqQd8YBTAkbyCgfbrupIL+XZqQvsDtKqVCrbdUMCHT9I7zMvPdnn2T7+UXS2t+0VinbJHgBPEmdEimiEmlf4cFuSJiGLgAqidcOxY2imRAGngmV5N9EsJrRL2qxhaERCppvp4LsM7xilhQOpTEWAB+rviZSEWvdC33T2b9TjXl/8z2skEBw3Ux7FCbCIDhcFicAgcT8q3OKKURA9QwhV3NyKaYcoQsEEmjchOOMvT5Krcsk5LB1clIuVs1Ec82gTbaFd5KAjVEHnqIbqiKIH9IRe0Kv1aD1bb9b7sDVnjWY20B9Yn98nyaKP</latexit>

⇢i = Corr(z:,i, s)

i-th aggregated feature

<latexit sha1_base64="uGw4ofy8xL29o/g18KcSas4ebOo=">AAACKXicbVDLSsNAFJ34rPUVdekm2ApuLEkRFUEounFZwT6gCWEymbZDZyZhZiKUkN9x46+4UVDUrT/ipM3Cth4Y5nDOvdx7TxBTIpVtfxlLyyura+uljfLm1vbOrrm335ZRIhBuoYhGohtAiSnhuKWIorgbCwxZQHEnGN3mfucRC0ki/qDGMfYYHHDSJwgqLflmo+oGEQ3lmOkvdUNMFcyurmdElmR+ameni6KTVX2zYtfsCaxF4hSkAgo0ffPNDSOUMMwVolDKnmPHykuhUARRnJXdROIYohEc4J6mHDIsvXRyaWYdayW0+pHQjytrov7tSCGT+Ya6kkE1lPNeLv7n9RLVv/RSwuNEYY6mg/oJtVRk5bFZIREYKTrWBCJB9K4WGkIBkdLhlnUIzvzJi6RdrznntbP7eqVxU8RRAofgCJwAB1yABrgDTdACCDyBF/AOPoxn49X4NL6npUtG0XMAZmD8/AKbJqiw</latexit>

� := µ0 � µ1o

• Theorem [1]:

inter degree of node m

intra degree of node m

o

<latexit sha1_base64="pWAKyF0C9V3Pwz5irlS6lRPVVss=">AAACY3icbVHRbtMwFHUCjK0DFsbeENIVHVInUJVUE+xx2njgCQ2JbpOaKrpxnNaaHWe2M61L+5O87W0v/AdOFxB0XMny0Tn36Poep6Xgxobhrec/evxk7en6Rmfz2fMXW8HL7VOjKk3ZkCqh9HmKhglesKHlVrDzUjOUqWBn6cVxo59dMW24Kr7bWcnGEicFzzlF66gkuNmdz+NUiczMpLvqWE/VYj5P6mgBsWCX4GSJdprmNf3NA/RgxZUxYfGPT+I19OIJSolJ9AFaNNiD9wP4CvHnpnlvNwm6YT9cFjwEUQu6pK2TJPgRZ4pWkhWWCjRmFIWlHdeoLaeCLTpxZViJ9AInbORggZKZcb3MaAHvHJNBrrQ7hYUl+7ejRmmabVxns69Z1Rryf9qosvnBuOZFWVlW0PtBeSXAKmgCh4xrRq2YOYBUc/dWoFPUSK37lo4LIVpd+SE4HfSjj/39b4Pu4VEbxzp5Td6SHonIJ3JIvpATMiSU3Hlr3pYXeD/9TX/b37lv9b3W84r8U/6bX9NnttU=</latexit>

||⇢||1  ||c||1(||�||1 max(�1, �2) + 2N�)

<latexit sh a1_base64="3y5KFMnd8XC bsN7Ai6W2I25cAZg=">AAA C0HicdVJLbxMxEPYurxJeA Y69WKSVioBoN0LABamil16 QyiNtpTisZh3vxqrtXdneisixEFd+Hrf+gv6NOg9EmrYjWf7mm5nP47HzWnBjk+Qsim/dvnP33sb91oOHjx4/aT99dmiqRlPWp5Wo9HEOhgmuWN9yK9hxrRnIXLCj/GRvFj86ZdrwSn23k5oNJZSKF5yCDVTWPt8iJUgJWQ9/xESwwk7TNz0iuZo7O45oiSUD5Rc+KTRQN8rkD0fomHu/gl8tYCVZCd5P8WnmpMeEK0wk2DEF4b75zCWeaF6O7cvXN4mrFXH1X1ytiatrxNN/4pe26VbW7iTdZG74KkiXoIOWdpC1/5JRRRvJlKUCjBmkSW2HDrTlVDDfIo1hNdATKNkgQAWSmaGbP4jH24EZ4aLSYSmL5+xqhQNpzETmIXPWvFmPzcjrYoPGFh+Gjqu6sUzRxUFFI7Ct8Ox18YhrRq2YBABU89ArpmMIU7XhD7TCENL1K18Fh71u+q779kuvs/tpOY4NtIleoB2UovdoF+2jA9RHNPocmWga+fhr/DP+Ff9epMbRsuY5umTxnwudheWk</latexit>
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<latexit sha1_base64="GYIcxCfeVC9j2tPpSIcdqtG18QU=">AAACj3ichVFNT9tAEF2bj9Lw0VCOvawISFwa2VFVEBQUtZf2FgQBpDi1xpt1smLXtnbHSJHjv8MP4tZ/003iQ0iQGGmlt+/NzO68iTIpDHreP8ddW9/Y/LD1sba9s7v3qb7/+c6kuWa8y1KZ6ocIDJci4V0UKPlDpjmoSPL76PHXVL9/4tqINLnFccb7CoaJiAUDtFRYfz4KhqAUhP45vaSB5DHSif81iDWwYnadBApwxEAWN+XfImAjUYaFVwZaDEc4KVeTFtV3G/nLjW4WOVqBo7De8JreLOgq8CvQIFV0wvpLMEhZrniCTIIxPd/LsF+ARsEkL2tBbngG7BGGvGdhAoqbfjHzs6THlhnQONX2JEhn7GJFAcqYsYps5nQks6xNybe0Xo7xWb8QSZYjT9j8oTiXFFM6XQ4dCM0ZyrEFwLSwf6VsBNZBtCusWRP85ZFXwV2r6X9vfrtuNdo/Kzu2yBdySE6IT05Jm/wmHdIlzNlxWs6F88Pdd0/dK7c9T3WdquaAvAr3z3/Xpsvd</latexit>

�1 :=

����1�
|S�

0 |
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nodes with at least one inter-edge 

o

<latexit sha1_base64="SoRitw57Avw1Af0qMkHQ/zws+/w=">AAACCXicbVDLSsNAFJ34rPUVdelmsBVcSEmKr41QcOOyon1AE8NkOmmHTh7MTIQyZOvGX3HjQhG3/oE7/8ZJm4W2HrhwOOde7r3HTxgV0rK+jYXFpeWV1dJaeX1jc2vb3NltizjlmLRwzGLe9ZEgjEakJalkpJtwgkKfkY4/usr9zgPhgsbRnRwnxA3RIKIBxUhqyTNh1QmRHGLE1G3mKSu7Vw4e0uzSUSfHp05W9cyKVbMmgPPELkgFFGh65pfTj3EakkhihoTo2VYiXYW4pJiRrOykgiQIj9CA9DSNUEiEqyafZPBQK30YxFxXJOFE/T2hUCjEOPR1Z362mPVy8T+vl8rgwlU0SlJJIjxdFKQMyhjmscA+5QRLNtYEYU71rRAPEUdY6vDKOgR79uV50q7X7LOafVOvNOpFHCWwDw7AEbDBOWiAa9AELYDBI3gGr+DNeDJejHfjY9q6YBQze+APjM8foqmZlw==</latexit>

S�
0 = {4, 5}

<latexit sha1_base64="tGGO+NE10TC+AN446PVdQmMkELM=">AAACB3icbVDLSsNAFJ3UV62vqEtBBlvBVUm6sG6EghuXFe0Dmhgm00k7dDIJMxOhhOzc+CtuXCji1l9w5984abPQ1gMXDufcy733+DGjUlnWt1FaWV1b3yhvVra2d3b3zP2DrowSgUkHRywSfR9JwignHUUVI/1YEBT6jPT8yVXu9x6IkDTid2oaEzdEI04DipHSkmce15wQqTFGLL3NvNTO7lMHj2l26aRNJ6t5ZtWqWzPAZWIXpAoKtD3zyxlGOAkJV5ghKQe2FSs3RUJRzEhWcRJJYoQnaEQGmnIUEummsz8yeKqVIQwioYsrOFN/T6QolHIa+rozP1ouern4nzdIVHDhppTHiSIczxcFCYMqgnkocEgFwYpNNUFYUH0rxGMkEFY6uooOwV58eZl0G3X7vG7fNKqtRhFHGRyBE3AGbNAELXAN2qADMHgEz+AVvBlPxovxbnzMW0tGMXMI/sD4/AG1P5km</latexit>

S�
1 = {7}

[1] Kose, O. Deniz, et al. “Demystifying and mitigating bias for node representation learning.” In TNNLS, 2023.
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Guidelines from Correlation Analysis
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• Terms,                      , all depend on the input graph structure 
and nodal features
• Design augmentation on input graph to reduce these terms

• Optimal, fair augmentation strategies to lower bias terms [1] 

<latexit sha1_base64="itQ6U/pP5XEs2/IzylCQ7elBVTc=">AAACHnicbVDLSgMxFM3UV62vqks3wVZwIWWmoHVZcOOygm2FTil3MmkbmswMSUYo0/kSN/6KGxeKCK70b8y0BbX1QMjJOfeSe48Xcaa0bX9ZuZXVtfWN/GZha3tnd6+4f9BSYSwJbZKQh/LOA0U5C2hTM83pXSQpCI/Ttje6yvz2PZWKhcGtHke0K2AQsD4joI3UK56XJxPXC7mvxsJcietTriHtJU46mZxhdwBCQPb64dW03CuW7Io9BV4mzpyU0ByNXvHD9UMSCxpowkGpjmNHupuA1IxwmhbcWNEIyAgGtGNoAIKqbjJdL8UnRvFxP5TmBBpP1d8dCQiVjW8qBeihWvQy8T+vE+v+ZTdhQRRrGpDZR/2YYx3iLCvsM0mJ5mNDgEhmZsVkCBKINokWTAjO4srLpFWtOBcV56ZaqtfmceTRETpGp8hBNVRH16iBmoigB/SEXtCr9Wg9W2/W+6w0Z817DtEfWJ/fx6Wizg==</latexit>

||�1||, �1, �2
Decrease 
upper bound 
on correlation

Nodal feature 
augmentation

<latexit sha1_base64="GYIcxCfeVC9j2tPpSIcdqtG18QU=">AAACj3ichVFNT9tAEF2bj9Lw0VCOvawISFwa2VFVEBQUtZf2FgQBpDi1xpt1smLXtnbHSJHjv8MP4tZ/003iQ0iQGGmlt+/NzO68iTIpDHreP8ddW9/Y/LD1sba9s7v3qb7/+c6kuWa8y1KZ6ocIDJci4V0UKPlDpjmoSPL76PHXVL9/4tqINLnFccb7CoaJiAUDtFRYfz4KhqAUhP45vaSB5DHSif81iDWwYnadBApwxEAWN+XfImAjUYaFVwZaDEc4KVeTFtV3G/nLjW4WOVqBo7De8JreLOgq8CvQIFV0wvpLMEhZrniCTIIxPd/LsF+ARsEkL2tBbngG7BGGvGdhAoqbfjHzs6THlhnQONX2JEhn7GJFAcqYsYps5nQks6xNybe0Xo7xWb8QSZYjT9j8oTiXFFM6XQ4dCM0ZyrEFwLSwf6VsBNZBtCusWRP85ZFXwV2r6X9vfrtuNdo/Kzu2yBdySE6IT05Jm/wmHdIlzNlxWs6F88Pdd0/dK7c9T3WdquaAvAr3z3/Xpsvd</latexit>

�1 :=
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at least one inter-edge 

Augmentation on nodes

edge
augmentation

<latexit sha1_base64="uGw4ofy8xL29o/g18KcSas4ebOo=">AAACKXicbVDLSsNAFJ34rPUVdekm2ApuLEkRFUEounFZwT6gCWEymbZDZyZhZiKUkN9x46+4UVDUrT/ipM3Cth4Y5nDOvdx7TxBTIpVtfxlLyyura+uljfLm1vbOrrm335ZRIhBuoYhGohtAiSnhuKWIorgbCwxZQHEnGN3mfucRC0ki/qDGMfYYHHDSJwgqLflmo+oGEQ3lmOkvdUNMFcyurmdElmR+ameni6KTVX2zYtfsCaxF4hSkAgo0ffPNDSOUMMwVolDKnmPHykuhUARRnJXdROIYohEc4J6mHDIsvXRyaWYdayW0+pHQjytrov7tSCGT+Ya6kkE1lPNeLv7n9RLVv/RSwuNEYY6mg/oJtVRk5bFZIREYKTrWBCJB9K4WGkIBkdLhlnUIzvzJi6RdrznntbP7eqVxU8RRAofgCJwAB1yABrgDTdACCDyBF/AOPoxn49X4NL6npUtG0XMAZmD8/AKbJqiw</latexit>

� := µ0 � µ1

features of node n set of nodes with sensitive attribute j

µj := Ehn⇠U [xn | n 2 Sj ] , j = {0, 1}
<latexit sha1_base64="PsfjVI26S7QF3WC7JwLn2ilUP5A=">AAACb3icbVFNa9wwEJXdj6Tbj2zSQw8JRXRTaCEs9gbSUggEQiDHlHaTwMoYWZbXSiTZSOPSRfjaH9hb/0Mv/QeRvRtokw4IPb03o9E8ZbUUFqLoVxA+ePjo8dr6k8HTZ89fbAw3t85t1RjGp6ySlbnMqOVSaD4FAZJf1oZTlUl+kV0fd/rFN26sqPRXWNQ8UXSuRSEYBU+lwx+7JKtkbhfKb46opk3dVfvpkCgKZZa5E39e4sKVbaoxsULhaUskL2B2q3zvFSVy7DfRQc8zKt2X/jpixLyEZA+T0taUcReNJ0y1+OqQuGgvJu1uOhxF46gPfB/EKzBCqzhLhz9JXrFGcQ1MUmtncVRD4qgBwSRvB6Sx3Le6pnM+81BTxW3ier9a/NYzOS4q45cG3LN/VziqbOeIz+wGsXe1jvyfNmug+Jg4oesGuGbLRkUjMVS4Mx/nwnAGcuEBZUb4t2JWUkMZ+C8aeBPiuyPfB+eTcbw/nnyejI4OVnaso230Br1DMfqAjtApOkNTxNDvYCvYDnaCP+Gr8HWIl6lhsKp5if6J8P0Neja9dQ==</latexit>

inter degree of node m

intra degree of node m

<latexit sha1_base64="3y5KFMnd8XCbsN7Ai6W2I25cAZg=">AAAC0HicdVJLbxMxEPYurxJeAY69WKSVioBoN0LABamil16QyiNtpTisZh3vxqrtXdneisixEFd+Hrf+gv6NOg9EmrYjWf7mm5nP47HzWnBjk+Qsim/dvnP33sb91oOHjx4/aT99dmiqRlPWp5Wo9HEOhgmuWN9yK9hxrRnIXLCj/GRvFj86ZdrwSn23k5oNJZSKF5yCDVTWPt8iJUgJWQ9/xESwwk7TNz0iuZo7O45oiSUD5Rc+KTRQN8rkD0fomHu/gl8tYCVZCd5P8WnmpMeEK0wk2DEF4b75zCWeaF6O7cvXN4mrFXH1X1ytiatrxNN/4pe26VbW7iTdZG74KkiXoIOWdpC1/5JRRRvJlKUCjBmkSW2HDrTlVDDfIo1hNdATKNkgQAWSmaGbP4jH24EZ4aLSYSmL5+xqhQNpzETmIXPWvFmPzcjrYoPGFh+Gjqu6sUzRxUFFI7Ct8Ox18YhrRq2YBABU89ArpmMIU7XhD7TCENL1K18Fh71u+q779kuvs/tpOY4NtIleoB2UovdoF+2jA9RHNPocmWga+fhr/DP+Ff9epMbRsuY5umTxnwudheWk</latexit>
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[1] Kose, O. Deniz, et al. “Demystifying and mitigating bias for node representation learning.” In TNNLS, 2023.
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Augmented Graph Examples
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Node sampling reducing

Edge deletion reducing
<latexit sha1_base64="sVfzdtJgQm8xamfG6DSn4Tl82d4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FLx4r2A9oQplst+3S3STsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8MBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUUdaisYhVN0TNBI9Yy3AjWDdRDGUoWCec3M39zhNTmsfRo5kmLJA4iviQUzRW8qv+CKXEflafVfvliltzFyDrxMtJBXI0++UvfxDTVLLIUIFa9zw3MUGGynAq2Kzkp5olSCc4Yj1LI5RMB9ni5hm5sMqADGNlKzJkof6eyFBqPZWh7ZRoxnrVm4v/eb3UDG+DjEdJalhEl4uGqSAmJvMAyIArRo2YWoJUcXsroWNUSI2NqWRD8FZfXiftes27rnkP9UrjKo+jCGdwDpfgwQ004B6a0AIKCTzDK7w5qfPivDsfy9aCk8+cwh84nz8z9JEY</latexit>�2

<latexit sha1_base64="4yZYqhk5U2D7bpFzT25yl0lNZik=">AAAB83icbVDLSgNBEOyNrxhfUY9eBhPBU9gNoh4DXjxGMA/ILqF3MpsMmdldZmaFsOQ3vHhQxKs/482/cfI4aGJBQ1HVTXdXmAqujet+O4WNza3tneJuaW//4PCofHzS1kmmKGvRRCSqG6JmgsesZbgRrJsqhjIUrBOO72Z+54kpzZP40UxSFkgcxjziFI2V/Ko/RCmxn3vTar9ccWvuHGSdeEtSgSWa/fKXP0hoJllsqECte56bmiBHZTgVbFryM81SpGMcsp6lMUqmg3x+85RcWGVAokTZig2Zq78ncpRaT2RoOyWakV71ZuJ/Xi8z0W2Q8zjNDIvpYlGUCWISMguADLhi1IiJJUgVt7cSOkKF1NiYSjYEb/XlddKu17zrmvdQrzSulnEU4QzO4RI8uIEG3EMTWkAhhWd4hTcnc16cd+dj0VpwljOn8AfO5w8ybpEX</latexit>�1

Edge addition reducing
<latexit sha1_base64="sVfzdtJgQm8xamfG6DSn4Tl82d4=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLaCp5IUUY8FLx4r2A9oQplst+3S3STsboQS+je8eFDEq3/Gm//GbZuDtj4YeLw3w8y8MBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUUdaisYhVN0TNBI9Yy3AjWDdRDGUoWCec3M39zhNTmsfRo5kmLJA4iviQUzRW8qv+CKXEflafVfvliltzFyDrxMtJBXI0++UvfxDTVLLIUIFa9zw3MUGGynAq2Kzkp5olSCc4Yj1LI5RMB9ni5hm5sMqADGNlKzJkof6eyFBqPZWh7ZRoxnrVm4v/eb3UDG+DjEdJalhEl4uGqSAmJvMAyIArRo2YWoJUcXsroWNUSI2NqWRD8FZfXiftes27rnkP9UrjKo+jCGdwDpfgwQ004B6a0AIKCTzDK7w5qfPivDsfy9aCk8+cwh84nz8z9JEY</latexit>�2

[1] Kose, O. Deniz, et al. “Demystifying and mitigating bias for node representation learning.” In TNNLS, 2023.
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Overview

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Analysis Techniques for 
Understanding Bias in Graph ML

Mean-discrepancy analysis
[Li, Peizhao, et. al., ICLR, 2021]

[Kose, O. Deniz, et. al., Arxiv, 2023]

Correlation-based analysis
[Kose, O. Deniz et. al., TNNLS, 2023]

Entropy-based analysis 
[Jiang, Zhimeng, et al., Arxiv, 2023]

PAC-Bayesian analysis 
[Ma, Jiaqi, et. al., NeurIPS, 2021]

Gradient-based analysis 
[Kang, Jian et. al., WWW, 2022]



• Idea: examine the change in mutual information 
before/after mean aggregation over graph structure 
• Identify the factors increases mutual information

• Mutual information is intractable to estimate
• [1] upper bounds mutual information, where the bound is used as 

bias measure

• Bias measure: mutual information between node 
representations and sensitive attributes 
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[1] Jiang, Zhimeng, et al. “Topology matters in fair graph learning: A theoretical pilot study.” Arxiv, 2023.

c

nodal features 
following a GMM 
distribution

KL-divergence

<latexit sha1_base64="MiDf7TzjZw5b75XdJM0sAIoZZnw=">AAADCnicdVLLjtMwFHXCawiP6cCSjUUH1NHQKqnQDMsRsADBokh0plIdRY5zk1rjOBnbQVQhazb8ChsWIMSWL2DH3+C0Bc2DXsnyuee+rx2Xgmvj+78d99LlK1evbVz3bty8dXuzs3XnUBeVYjBmhSjUJKYaBJcwNtwImJQKaB4LOIqPn7X2o3egNC/kWzMvIcxpJnnKGTWWirYcvE1iyLisqeCZhKTxHuKXPZJTM4vTWjeP8F88aXYwEXDS7wV91kLZqqmZLvRdhgm8L5dUr/88ql/h181SG0UBJh/wKBoSxbOZ2TlzhZgQW5ScVDTps1N52e6q0vq8w2XeYE1eoziVme0Zk6IERU2hJM2hfsqpbtYN6RGQyb91bEedrj/wF4IvgmAFumglo6jziyQFq3KQhgmq9TTwSxPWVBnOBDQeqTSUlB3TDKYWtg3psF48ZYMfWCbBaaHskQYv2NMRNc21nuex9Ww71udtLfk/27Qy6ZOw5rKsDEi2LJRWApsCt/8CJ1wBM2JuAWWK214xm1FFmbG/x7NLCM6PfBEcDgfB3iB4M+wePF6tYwPdQ/dRDwVoHx2gF2iExog5H53Pzlfnm/vJ/eJ+d38sXV1nFXMXnRH35x9tavG7</latexit>

I(s,X)  �(1� c) ln [(1� c) + c exp (�DKL (P1kP2))]

� c ln [c+ (1� c) exp (�DKL (P2kP1))] , Bias(s,X)
<latexit sha1_base64="YUr1A/daer5AMiDKDmunBdOUs3c=">AAACInicbVDLSsNAFJ34rPUVdekm2Ap1U5IiPhaFggguK9gHJCFMppN26OTBzI1QQr7Fjb/ixoWirgQ/xulD0NYDw5w5517m3uMnnEkwzU9taXlldW29sFHc3Nre2dX39tsyTgWhLRLzWHR9LClnEW0BA067iaA49Dnt+MOrsd+5p0KyOLqDUULdEPcjFjCCQUmeflkmdSfEMPD97Dr3mMNpAPaP0swn74r0WN1yBOsP4GR6uWVPL5lVcwJjkVgzUkIzND393enFJA1pBIRjKW3LTMDNsABGOM2LTippgskQ96mtaIRDKt1ssmJuHCulZwSxUCcCY6L+7shwKOUo9FXleHY5743F/zw7heDCzViUpEAjMv0oSLkBsTHOy+gxQQnwkSKYCKZmNcgAC0xApVpUIVjzKy+Sdq1qnVWt21qpcTqLo4AO0RGqIAudowa6QU3UQgQ9oCf0gl61R+1Ze9M+pqVL2qznAP2B9vUNuWqkWA==</latexit>

c = Ei [P (si = 1)]
<latexit sha1_base64="i5mOrjas27Eo65u5TbRZ0PbXf3Y=">AAACcHicbVFNbxMxFPRugZbwFdoLEiAMKVKp2midA3BBqsSFEwqCtJHiaOV13m6s2t7FfouIVnvm/3HjR3DhF+CkaYGWJ1kaz7yxn8dZpZXHJPkRxRvXrt/Y3LrZuXX7zt173fvbx76snYSRLHXpxpnwoJWFESrUMK4cCJNpOMlO3y71ky/gvCrtJ1xUMDWisCpXUmCg0u633WHKKEenhC00fKY0TxtuBM6zvBm3LdeQ494fIlVvzjdfW8qNmlEfuEPGnSrm+IJyrwxdtUihm/cXB9QpO6DnVv5RFUa06YVrN+32kn6yKnoVsDXokXUN0+53PitlbcCi1ML7CUsqnDbCoZIa2g6vPVRCnooCJgFaYcBPm1VgLX0emBnNSxeWRbpi/3Y0wni/MFnoXE7sL2tL8n/apMb89bRRtqoRrDy7KK81xZIu06cz5UCiXgQgpFNhVirnwgmJ4Y86IQR2+clXwfGgz1722YdB72iwjmOLPCTPyB5h5BU5Iu/IkIyIJD+jnehR9Dj6FT+In8RPz1rjaO3ZIf9UvP8bZPO8YQ==</latexit>

P1 , fX (Xi = x | si = �1) ⇠ N (µ1,⌃1)
<latexit sha1_base64="qZvgKqlt0RiN3gkRuG9MJO4zfrU=">AAACc3icbVHLbtQwFHXCo2V4DSCx6QKrM0hFglGSBWWDVIkNKzQIph1pPIoc5yZj1XZS+6ZiFOUH+Dx2/AUb9jjTKY+WK1k+Pvcc+T6yWkmHUfQ9CG/cvHV7Z/fO4O69+w8eDh89PnZVYwXMRKUqO8+4AyUNzFCignltgetMwUl2+q7Pn5yDdbIyn3Fdw1Lz0shCCo6eSodfx9M0oQyt5KZUcEZpkbZMc1xlRTvvOqagwIM/RCrfXj6+dJRpmVPnuZhZWa7wBWVOarpRCK7aD7/9TZq8pCyrVO7W2l8t+yRLzbs0uXSO0+EomkSboNdBvAUjso1pOvzG8ko0GgwKxZ1bxFGNy5ZblEJBN2CNg5qLU17CwkPDNbhlu5lZR597JqdFZf0xSDfs346Wa9eX6pV9N+5qrif/l1s0WLxZttLUDYIRFx8VjaJY0X4BNJcWBKq1B1xY6WulYsUtF+jXNPBDiK+2fB0cJ5P49ST+mIyOku04dske2ScHJCaH5Ii8J1MyI4L8CJ4GzwIa/Az3wv1wfCENg63nCfknwle/APAVvho=</latexit>

P2 , fX (Xi = x | si = 1) ⇠ N (µ2,⌃2)



• Bias amplifying factors in graph-based aggregation

• Node number
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• Density of graph connectivity
<latexit sha1_base64="FZcun2sPHfmsa6pAZ1bROyatqyU=">AAACOHicbVBLS8NAEN74rPVV9ehlsQp6KUkP6kWoiODNCrYVmhA2m027unmwOxFKyM/y4s/wJl48KOLVX+C2ieBrYNlvvvmGmfm8RHAFpvloTE3PzM7NVxaqi0vLK6u1tfWuilNJWYfGIpZXHlFM8Ih1gINgV4lkJPQE63k3J+N675ZJxePoEkYJc0IyiHjAKQFNubXzbVsOY9c/skMCQ8/LTnM34/g6twULoP/Ftot8t8iD7LhUHVm25IMh7BWfs+3W6mbDnAT+C6wS1FEZbbf2YPsxTUMWARVEqb5lJuBkRAKnguVVO1UsIfSGDFhfw4iETDnZ5PAc72jGx0Es9YsAT9jvHRkJlRqFnlaOF1e/a2Pyv1o/heDQyXiUpMAiWgwKUoEhxmMXsc8loyBGGhAqud4V0yGRhIL2uqpNsH6f/Bd0mw1rv2FdNOutZmlHBW2iLbSLLHSAWugMtVEHUXSHntALejXujWfjzXgvpFNG2bOBfoTx8QlC3q3P</latexit>

⇢d = Eij [P (Aij = 1)]

• Sensitive attribute homophily coefficient
<latexit sha1_base64="NdglNjGxmCyW1KortHXQCUEgDCs=">AAACOnicbVBNTxsxEPUCpRAKBDj2YjUgwSXazQF6iUTVS4+J1ASkbLTyOrOJwfau7FmkyNrfxYVf0VsPXDgUVb3yA3A+DhR4kqXn92Y0My8tpLAYhr+DldW1D+sfNzZrW5+2d3bre/t9m5eGQ4/nMjeXKbMghYYeCpRwWRhgKpVwkV5/n/kXN2CsyPVPnBYwVGysRSY4Qy8l9e5hDIUV0nMXK4YTo5wFbauqPf+mqetUsYQMj20i2ja5orESI7owM/etSpygV1U7io0YT/DkMKk3wmY4B31LoiVpkCU6Sf1XPMp5qUAjl8zaQRQWOHTMoOASqlpcWigYv2ZjGHiqmQI7dPPTK3rklRHNcuOfRjpXX3Y4pqydqtRXzja2r72Z+J43KDH7OnRCFyWC5otBWSkp5nSWIx0JAxzl1BPGjfC7Uj5hhnH0add8CNHrk9+SfqsZnTajbqtx3lrGsUE+ky/kmETkjJyTH6RDeoSTW3JP/pDH4C54CP4G/xalK8Gy54D8h+DpGTq0rr4=</latexit>

✏sens = P (si = sj | Aij = 1)

• Modify graph structure based on these factors

[1] Jiang, Zhimeng, et al. “Topology matters in fair graph learning: A theoretical pilot study.” Arxiv, 2023.

c
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• Theorem [1]: In mean-aggregation over graph topology,  bias 
increases if

probability of intra-edges

probability of inter-edges

<latexit sha1_base64="BO0Yq6Dr+Z/Be0Nne3qmzHimOrA=">AAACKHicbVBNixNBFOyJusaou1k9emlMhCysYTosricN7GWPEcwHZOLQ03mTNOnpGbrfBMKQn+PFv+JFxGXJ1V9iJ5mDJhY0FFX1eP0qypS06Psbr/Lg4aOTx9UntafPnp+e1c9fDGyaGwF9karUjCJuQUkNfZSoYJQZ4EmkYBgtbrb+cAnGylR/xlUGk4TPtIyl4OiksP6xGSiIsbUM2dtl2AmMnM3x4kuHBonUdOcFRRAB8pBd0j0pU8H6A2uG9Ybf9negx4SVpEFK9ML6z2CaijwBjUJxa8fMz3BScINSKFjXgtxCxsWCz2DsqOYJ2EmxO3RN3zhlSuPUuKeR7tS/JwqeWLtKIpdMOM7tobcV/+eNc4zfTwqpsxxBi/2iOFcUU7ptjU6lAYFq5QgXRrq/UjHnhgt03dZcCezw5GMy6LTZuzb71Gl0r8o6quQVeU1ahJFr0iW3pEf6RJCv5Dv5Re68b94P797b7KMVr5x5Sf6B9/sPQ9Gk2A==</latexit>

(v1 � v2)
2 min {�1,�2} > 1

<latexit sha1_base64="ajNeBATIQqBxyelXa7GaZHFHLlI=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CbaCp7JbRL0IBS+eSgX7Ie1Ssmm2DU2yS5IVytJf4cWDIl79Od78N6btHrT1wcDjvRlm5gUxZ9q47reTW1vf2NzKbxd2dvf2D4qHRy0dJYrQJol4pDoB1pQzSZuGGU47saJYBJy2g/HtzG8/UaVZJB/MJKa+wEPJQkawsdJjud73buqIlPvFkltx50CrxMtICTI0+sWv3iAiiaDSEI617npubPwUK8MIp9NCL9E0xmSMh7RrqcSCaj+dHzxFZ1YZoDBStqRBc/X3RIqF1hMR2E6BzUgvezPxP6+bmPDaT5mME0MlWSwKE45MhGbfowFTlBg+sQQTxeytiIywwsTYjAo2BG/55VXSqla8y4p3Xy3VLrI48nACp3AOHlxBDe6gAU0gIOAZXuHNUc6L8+58LFpzTjZzDH/gfP4AtNGO/g==</latexit>

N1 = Nc
<latexit sha1_base64="qD4Pv9efLjrl7DVAaKxv0h0Uo/c=">AAAB+HicbVDLSgMxFM34rPXRUZdugq1QFy2TIupGKLhxVSrYB7TDkEkzbWgmMyQZoQ79EjcuFHHrp7jzb0zbWWjrgQuHc+7l3nv8mDOlHefbWlvf2Nzazu3kd/f2Dwr24VFbRYkktEUiHsmujxXlTNCWZprTbiwpDn1OO/74duZ3HqlULBIPehJTN8RDwQJGsDaSZxdKDS+toOlNo4wq5Lzk2UWn6swBVwnKSBFkaHr2V38QkSSkQhOOleohJ9ZuiqVmhNNpvp8oGmMyxkPaM1TgkCo3nR8+hWdGGcAgkqaEhnP190SKQ6UmoW86Q6xHatmbif95vUQH127KRJxoKshiUZBwqCM4SwEOmKRE84khmEhmboVkhCUm2mSVNyGg5ZdXSbtWRZdVdF8r1i+yOHLgBJyCMkDgCtTBHWiCFiAgAc/gFbxZT9aL9W59LFrXrGzmGPyB9fkDtAWRHw==</latexit>

N�1 = N(1� c)

<latexit sha1_base64="DIdrnsy2Y82qRv+vxpct8O2w6Ck=">AAACMXicbVBNS8NAFNz4WetX1aOXxSooYkmKqBdB8NJjBWsLTQybzUu7dLMJuxuhhPwlL/4T8eJBEa/+Cbe1iFoHFoaZeex7E6ScKW3bz9bM7Nz8wmJpqby8srq2XtnYvFFJJim0aMIT2QmIAs4EtDTTHDqpBBIHHNrB4HLkt+9AKpaIaz1MwYtJT7CIUaKN5Fcau6mfuzHRfRnnTGhJiuLcjSShuSv7iR9iF1LFuMl+xxQIVRRFTm/rh/vOET24rRe7fqVq1+wx8DRxJqSKJmj6lUc3TGgWg9CUE6W6jp1qLydSM8qhKLuZgpTQAelB11BBYlBePr64wHtGCXGUSPOExmP150ROYqWGcWCSo6XVX28k/ud1Mx2deaaINNMg6NdHUcaxTvCoPhwyCVTzoSGESmZ2xbRPTF3alFw2JTh/T54mN/Wac1JzrurVi+NJHSW0jXbQPnLQKbpADdRELUTRPXpCL+jVerCerTfr/Ss6Y01mttAvWB+fBjOrKw==</latexit>

pintra = ⇢d✏sens

c2+(1�c)2

<latexit sha1_base64="te2Z1v9MuF46aUZpWiCugcvaQq0=">AAACPHicbVC7SgNBFJ31GeMramkzGAUtDLtB1EYQbCwVTRSyYZmd3E0GZ2eXmbtCWPbDbPwIOysbC0VsrZ08EF8HBg7nnMvce8JUCoOu++hMTE5Nz8yW5srzC4tLy5WV1aZJMs2hwROZ6OuQGZBCQQMFSrhONbA4lHAV3pwM/Ktb0EYk6hL7KbRj1lUiEpyhlYLKxWYa5H7MsKfjXCgEXRRHfqQZz33dS4KOLyHCbW/Xh9QIaUe+0gaUKQpfi24Pd4q8TrmN8Z1iM6hU3Zo7BP1LvDGpkjHOgsqD30l4FoNCLpkxLc9NsZ0zjYJLKMp+ZiBl/IZ1oWWpYjGYdj48vqBbVunQKNH2KaRD9ftEzmJj+nFok4PFzW9vIP7ntTKMDtu2kzRDUHz0UZRJigkdNEk7QgNH2beEcS3srpT3mG3OlmjKtgTv98l/SbNe8/Zr3nm9erw3rqNE1skG2SYeOSDH5JSckQbh5I48kRfy6tw7z86b8z6KTjjjmTXyA87HJyR0r7Q=</latexit>

pinter =
⇢d(1�✏sens)
2c(1�c)

<latexit sha1_base64="8gDiYo93X6p9y9bQQH+QDP4OEms=">AAACJnicbVDLSgMxFM34tr6qLt0Eq6CIZVJE3QiCG1eiYFuhU4ZMeqcNzTxI7hTKMF/jxl9x40IRceenmNYufB0IHM65l9xzglRJg6777kxNz8zOzS8slpaWV1bXyusbDZNkWkBdJCrRdwE3oGQMdZSo4C7VwKNAQTPoX4z85gC0kUl8i8MU2hHvxjKUgqOV/PLZzsBnZ16oucg9BSHuXfnskHladnu4T1M/9yKOPR3lMkbNi+KAFbkXAHKfFTt+ueJW3THoX8ImpEImuPbLz14nEVkEMQrFjWkxN8V2zjVKoaAoeZmBlIs+70LL0phHYNr5OGZBd63SoWGi7YuRjtXvGzmPjBlGgZ0c3Wx+eyPxP6+VYXjatgHTDCEWXx+FmaKY0FFntCM1CFRDS7jQ0t5KRY/bytA2W7IlsN+R/5JGrcqOq+ymVjk/mtSxQLbINtkjjJyQc3JJrkmdCHJPHskzeXEenCfn1Xn7Gp1yJjub5Aecj0+wLaVK</latexit>

v1 = (N1�1)pintra+1
�1

<latexit sha1_base64="uPY+teUktREkyehHYocxEoaiYi0=">AAACG3icbVC7SgNBFJ31bXxFLW0GEyEWht1F1EYQbKxEwUQhG5bZyd1kyOyDmbtCWPY/bPwVGwtFrAQL/8bJo9DogYHDOfdy55wglUKjbX9ZM7Nz8wuLS8ulldW19Y3y5lZTJ5ni0OCJTNRdwDRIEUMDBUq4SxWwKJBwG/TPh/7tPSgtkvgGBym0I9aNRSg4QyP5Zbd677unXqgYzz0JIdYufefA8ZTo9nCfpn4uYgRVFLkXADLfLap+uWLX7RHoX+JMSIVMcOWXP7xOwrMIYuSSad1y7BTbOVMouISi5GUaUsb7rAstQ2MWgW7no2wF3TNKh4aJMi9GOlJ/buQs0noQBWYyYtjT095Q/M9rZRietE26NEOI+fhQmEmKCR0WRTtCAUc5MIRxJcxfKe8x05OpQ5dMCc505L+k6dado7pz7VbODid1LJEdsktqxCHH5IxckCvSIJw8kCfyQl6tR+vZerPex6Mz1mRnm/yC9fkN2UmgqQ==</latexit>

v2 = (N1�1)pinter

�2

<latexit sha1_base64="3T7Lrv/+nABxgSt5IczLSlDxxhc=">AAACNHicbVDLSgMxFM34tr6qLt0Eq6CIZSKibgTBjSCUClaFThky6Z02mHmQ3BHKMB/lxg9xI4ILRdz6Daa1C60eCBzOOZfce4JUSYOu++yMjU9MTk3PzJbm5hcWl8rLK1cmybSAhkhUom8CbkDJGBooUcFNqoFHgYLr4Pa071/fgTYyiS+xl0Ir4p1YhlJwtJJfPt/wAkDus+Oan++ygqZ+7kUcuzrKZYygi2LHUxDiVs1nu8zTstPF7ZGU5jbFNvxyxa26A9C/hA1JhQxR98uPXjsRWQQxCsWNaTI3xVbONUqhoCh5mYGUi1vegaalMY/AtPLB0QXdtEqbhom2L0Y6UH9O5DwyphcFNtnf1Ix6ffE/r5lheNSyZ6UZQiy+PwozRTGh/QZpW2oQqHqWcKGl3ZWKLtdc2LZMyZbARk/+S672quygyi72Kif7wzpmyBpZJ1uEkUNyQs5InTSIIPfkibySN+fBeXHenY/v6JgznFklv+B8fgHrHar8</latexit>

�1 = N�1pinter + (N1 � 1) pintra + 1
<latexit sha1_base64="dVOQr5nYLlKYk2OeYGvcSn9Ulfs=">AAACInicbVDLSgMxFM34tr6qLt0Eq6CIZVLEx0IQ3LgSBatCpwyZ9E4bzDxI7ghlmG9x46+4caGoK8GPMa2z8HUgcDjnXm7OCVIlDbruuzMyOjY+MTk1XZmZnZtfqC4uXZok0wKaIlGJvg64ASVjaKJEBdepBh4FCq6Cm+OBf3UL2sgkvsB+Cu2Id2MZSsHRSn71YM0LALnfODz1821W0NTPZYyaF1ueghA3Tn22zTwtuz3cLE3QxRZb86s1t+4OQf8SVpIaKXHmV1+9TiKyCGIUihvTYm6K7ZxrlEJBUfEyAykXN7wLLUtjHoFp58OIBV23SoeGibYvRjpUv2/kPDKmHwV2MuLYM7+9gfif18ow3G/bVGmGEIuvQ2GmKCZ00BftSA0CVd8SLrS0f6WixzUXtgZTsSWw35H/kstGne3W2XmjdrRT1jFFVsgq2SCM7JEjckLOSJMIckceyBN5du6dR+fFefsaHXHKnWXyA87HJ87Koo8=</latexit>

�2 = N�1pintra + (N1 � 1) pinter + 1

• Bias enlarges as node number, N, increases
• Denser graph connectivity, higher 𝜌d, increases bias
• For extremely large or small sensitive attribute homophily 

coefficient, i.e. εsens ->1/0, bias increases!

[1] Jiang, Zhimeng, et al. “Topology matters in fair graph learning: A theoretical pilot study.” Arxiv, 2023.

c
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Edge Distribution of Real-World Networks

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• For real-world networks, εsens 1, which leads to enhanced 
bias based on entropy analysis!

• Balanced inter- and intra-edges is critical for real-world 
applications!

Number of intra-edges is significantly 
larger compared to number of inter-edges

[1] Jiang, Zhimeng, et al. “Topology matters in fair graph learning: A theoretical pilot study.” Arxiv, 2023.

c
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Overview
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Analysis Techniques for 
Understanding Bias in Graph ML

Mean-discrepancy analysis
[Li, Peizhao, et. al., ICLR, 2021]

[Kose, O. Deniz, et. al., Arxiv, 2023]

Correlation-based analysis
[Kose, O. Deniz et. al., TNNLS, 2023]

Entropy-based analysis 
[Jiang, Zhimeng, et al., Arxiv, 2023]

PAC-Bayesian analysis 
[Ma, Jiaqi, et. al., NeurIPS, 2021]

Gradient-based analysis 
[Kang, Jian et. al., WWW, 2022]



• [1] derives a PAC-Bayesian analysis for the generalization 
ability of GNNs on node-level tasks with non-IID 
assumptions

• Bias measure: Accuracy disparity on test set between 
different sensitive groups
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PAC-Bayesian Analysis [1]

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Ma, Jiaqi, et al. “Subgroup Generalization and Fairness of Graph Neural Networks.” In NeurIPS, 2021.



• Generalization of trained model on a subset of test nodes is 
related to geodesic distance between training and test nodes
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PAC-Bayesian Analysis: Intuitions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Ma, Jiaqi, et al. “Subgroup Generalization and Fairness of Graph Neural Networks.” In NeurIPS, 2021.

• Selection of training set for a similar generalizability on each 
group in test set
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Subgroup Generalization Bound for GNNs

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Theorem [1]: 

• There is a better generalization guarantee for subgroups that are 
closer to the training set
• Bias for subgroups that are far away from the training set
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• εm is useful for a fairness-aware training data selection

aggregated representation for node i

Distance to 
training set
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✏m := maxj2Sm mini2Str kzi � zjk2

[1] Ma, Jiaqi, et al. “Subgroup Generalization and Fairness of Graph Neural Networks.” In NeurIPS, 2021.

• Upper bound on the generalization error of trained classifier for any 
subgroup in terms of data distribution- and model-related parameters
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Training Set Matters

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Selection of training set plays an important role on fairness
• An unevenly selected training set, leaving part of the test nodes far 

away, may cause a large accuracy disparity
• Can guide a fairness-aware training set selection strategy

• Geodesic distance (length of the shortest path) between two 
nodes is positively related to corresponding εm
• Test nodes with larger geodesic distance to the training set tend to suffer 

from lower accuracy

Bars labeled 1 to 5 illustrate test accuracy for subgroups 
with increasing geodesic distance to training set.

[1] Ma, Jiaqi, et al. “Subgroup Generalization and Fairness of Graph Neural Networks.” In NeurIPS, 2021.
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Analysis Techniques for 
Understanding Bias in Graph ML

Mean-discrepancy analysis
[Li, Peizhao, et. al., ICLR, 2021]

[Kose, O. Deniz, et. al., Arxiv, 2023]

Correlation-based analysis
[Kose, O. Deniz et. al., TNNLS, 2023]

Entropy-based analysis 
[Jiang, Zhimeng, et al., Arxiv, 2023]

PAC-Bayesian analysis 
[Ma, Jiaqi, et. al., NeurIPS, 2021]

Gradient-based analysis 
[Kang, Jian et. al., WWW, 2022]



• Bias measure [1]: Variance of losses corresponding to different 
sensitive groups
• A mathematical formulation for Rawlsian principle

• Analysis technique: find root cause of bias by analyzing  
mathematically gradient of loss wrt weight parameters 
• Key component in training is gradient

• Rawlsian Difference Principle: achieves equality by 
maximizing the welfare of the worst-off groups
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Gradient-based Analysis [1]

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.



• [1] focuses on degree-related bias
• GNN is often biased towards benefiting high-degree nodes

116

Degree-related Bias

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Question: why the loss of a GNN varies among nodes with 
different degrees after training?

[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.



• Degree of a node effects its importance on the updates of 
weights during training 
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Gradient-based Analysis: Intuitions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Can be solved by equalizing each degree to a constant 
• Normalized adjacency matrix

[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.
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Gradient Analysis for GNNs
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Theorem [1]: 
<latexit sha1_base64="gs9G5TCvjc/Q5H/N2XlQ86NHYPc=">AAACi3icdZFdSxtBFIZnV9umsdZUL3szGIXkJuwqGCkVhFKoXikYI2TjMjs5GyfOziwzsy1hmD/Tn+Rd/01nY1q/2gMDL++Zh/OVlZxpE0W/gnBl9dXrN423zbV36+83Wh82L7WsFIUBlVyqq4xo4EzAwDDD4apUQIqMwzC7/VLnh99BaSbFhZmXMC7IVLCcUWK8lbZ+7iS5ItQmJVGGEY5P3YNOCmJustwO3bXt8K5zR4muitTOjmJ3LXAiS1DESCVIAXYCU9eZdf9CJy6deUxhiX90/5DsvyR7QjJPUk/6ojtpqx31okXglyJeijZaxlnauksmklYFCEM50XoUR6UZ23ooysE1k0pDSegtmcLIy7oHPbaLXTq8650JzqXyTxi8cB8TlhRaz4vM/6zb1c9ztfmv3Kgy+eHYMlFWBgS9L5RXHBuJ68PgCVNADZ97QahivldMb4i/jfHna/olxM9Hfiku93rxQS8+32sf95fraKCPaBt1UIz66Bh9Q2dogGjQCHpBPzgM18P98FP4+f5rGCyZLfQkwq+/ART8xng=</latexit>
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gradient of loss wrt weight matrix of l-th GNN layer

Input node representations to l-th GNN layer
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[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.
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Guidelines for Degree-Bias Mitigation
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Theorem [1]: 
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• This analysis shows that node degrees serve as importance 
scores of node influence matrices for corresponding gradient
• Higher node degree implies more importance on the gradient
• Provides explainability for degree-related bias

• Solution:  Normalize adjacency matrix such that each node 
has equal importance in updating the weight parameters
• Rows and columns of A should sum up to a constant
• [1] employs an iterative algorithm (Sinkhorn-Knopp algorithm) to 

balance A for a constant degree for each node

[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.
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Conclusions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Multiple studies demonstrate the sources of bias via 
following different analysis techniques
• Improves explainability aspect of fairness-aware ML on graphs
• Essential for large-scale deployment of learning algorithms

• Provided theoretical results can guide novel fairness-aware 
algorithm design

• Open problems
• Multiple, non-binary sensitive attributes
• Different aggregation schemes
• Less restrictive assumptions on data distribution 



Background Introduction

Techniques for Fair Node Embeddings

Summary, Challenges, & Future Directions

Fairness Notions and Metrics

Outline
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Real-World Applications

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Theoretical Understanding of Bias



• Mappings into a low-dimensional space
• Protect similarities in network structure & nodal features

• Different approaches based on different similarity definitions
• SOTA: GNN-based approaches

• Can be employed in several downstream tasks
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Node Embeddings

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

*Figure is modified from snap-stanford.github.io

https://snap-stanford.github.io/


• Aggregate information from neighbors           node embeddings
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Bias in Node Embeddings

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Neighbors generally with same sensitive attributes
• Embeddings correlated with sensitive attributes
• Bias in graph structure propagated towards node embeddings

• Intertwined bias from both nodal features and graph structure

• Bias in nodal features will be encoded in node embeddings
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Overview

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Techniques for Fair Node Embedding Learning

Optimization with 
regularization

Adversarial 
learning

Re-balancing Orthogonal 
projection

Graph data 
augmentation

Bayesian 
debiasing
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Optimization with Regularization
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• Bias mitigation:
Similarity of Node Embeddings 

Distribution of Node Embeddings
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L = Lutility + �Lfair

Fair node 
embeddings



Fair node 
embeddings
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Optimization with Regularization
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• Bias mitigation:
Similarity of Node Embeddings 
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L = Lutility + �Lfair

Distribution of Node Embeddings

• [1]:

Laplacian matrix of similarity matrix

Node embedding matrix

Individual fairness-based regularization:
Similar embeddings for similar nodes

[1] Kang, Jian, et al. “Inform: Individual fairness on graph mining.” In SIGKDD, 2020.
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L = Lutility + �Lfair
Distribution of Node Embeddings

• [1]:
Ranking based individual fairness:
Rankings provided by oracle similarity 
matrix and node embeddings consistent

[1] Dong, Yushun, et al. “Individual fairness for graph neural networks: A ranking based approach.” In KDD, 2021.
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Lfair =
P

i

P
j,m LCE(Pj,m, P̂j,m)

Cross-entropy loss

Prob. node i is more similar to node j than node m based on oracle similarity matrix

Prob. node i is more similar to node j than 
node m based on node embedding similarity

Fair node 
embeddings
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L = Lutility + �Lfair
Distribution of Node Embeddings

• [1]:
Group disparity of individual fairness:
Similar individual fairness level for 
each sensitive group

[1] Song, Weihao, et al. “GUIDE: Group Equality Informed Individual Fairness in Graph Neural Networks.” In KDD, 2022.

# sensitive groups 
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Optimization with Regularization
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L = Lutility + �Lfair
Distribution of Node Embeddings

• [1]: Group fairness:
Brings distributions of node embeddings 
from different sensitive groups closer

[1] Fan, Wei, et al. “Fair Graph Auto-Encoder for Unbiased Graph Representations with Wasserstein Distance.” In ICDM, 2021.

<latexit sha1_base64="SkChB0oGXTvZMv52g5EQUWtcP9o=">AAACF3icbVC7SgNBFJ2NrxhfUUubwUSIIMtuELURAlpYWEQwD8guy+xkNhky+2DmrhCW/IWNv2JjoYitdv6Nk0ehiQcGDufcy51z/ERwBZb1beSWlldW1/LrhY3Nre2d4u5eU8WppKxBYxHLtk8UEzxiDeAgWDuRjIS+YC1/cDX2Ww9MKh5H9zBMmBuSXsQDTgloySuaZSck0KdEZLcjLwsIl6PLa6/lCBZAJfCsExx4NnYk7/XhuOwVS5ZpTYAXiT0jJTRD3St+Od2YpiGLgAqiVMe2EnAzIoFTwUYFJ1UsIXRAeqyjaURCptxskmuEj7TSxUEs9YsAT9TfGxkJlRqGvp4ch1Dz3lj8z+ukEFy4GY+SFFhEp4eCVGCI8bgk3OWSURBDTQiVXP8V0z6RhIKusqBLsOcjL5Jm1bTPTPuuWqqdzurIowN0iCrIRueohm5QHTUQRY/oGb2iN+PJeDHejY/paM6Y7eyjPzA+fwAV6p6I</latexit>

Lfair = DW (f0, f1)

Distribution of node embeddings from sensitive group 0

Squared quadratic Wasserstein distance

Fair node 
embeddings
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Optimization with Regularization

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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L = Lutility + �Lfair
Distribution of Node Embeddings

• [1]:
Group fairness:
Brings distributions of node embeddings 
from different sensitive groups closer

[1] Kose, O. Deniz, et al. “Fast& Fair: Training Acceleration and Bias Mitigation for GNNs.” In TMLR, 2023.

Sample mean of embeddings from sensitive group 0:
Governed by learnable parameters of a novel normalization layer
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Lfair =
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Overview

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Techniques for Fair Node Embedding Learning

Optimization with 
regularization

Adversarial 
learning

Re-balancing Orthogonal 
projection

Graph data 
augmentation

Bayesian 
debiasing
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Adversarial Learning

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Dai, Enyan, et al. “Say No to the Discrimination: Learning Fair Graph Neural Networks with Limited Sensitive Attribute Information.” In WSDM, 2021.

• Two main components:
• Generator: generate node embeddings for downstream tasks

• Discriminator: distinguish the embeddings between demographic subgroups

• Downstream task           node classification [1]
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Adversarial Learning

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Bose, Avishek, et al. “Compositional fairness constraints for graph embeddings.” In ICML, 2019.

• Two main components:
• Generator: generate node embeddings for downstream tasks

• Discriminator: distinguish the embeddings between demographic subgroups

• [1] considers multiple sensitive attributes
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Adversarial Debiasing for Graphs

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Wang, Yu, et al. “Improving Fairness in Graph Neural Networks via Mitigating Sensitive Attribute Leakage.” In KDD, 2022.
[2] Ling, Hongyi, et al. “Learning Fair Graph Representations via Automated Data Augmentations.” In ICLR, 2023.

• Via adversarial learning, generate fair views of input graph
• Generate node embeddings based on fair graph views

• Learn feature masks to prevent sensitive information leakage [1]

• In addition to feature mask, re-wire adjacency matrix [2]
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Graph Data Augmentation

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Graph data augmentation: Corrupt graph structure and/or 
nodal features
• Introduced for better robustness
• Can be used to eliminate the bias amplifying factors in graph 

structure and nodal features

• Input augmented graph for fair node embeddings
• Hand-crafted, heuristic edge augmentation & feature masking
• Theory-based augmentation design
• Automated augmentation
• Counterfactual fairness-based augmentation design
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Observations for Sources of Bias

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Biased graph structure
• Clear community structure between two 

groups of nodes with different sensitive attribute 
(i.e., yellow and blue)

• Biased nodal features
• Features correlated with sensitive attributes lead 

to intrinsic bias

• Possible solutions
• Edge augmentation: Balance inter/intra edges
• Feature masking: Mask features highly correlated with sensitive attribute
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Edge Augmentation for Group Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Group fairness
• Intuitional edge deletion designs based on observations for sources of 

structural bias [1], [2], [3] 

• Hand-crafted edge deletion strategies for balanced inter and intra edges

Reduce bias in graph structure

[1] Kose, O. Deniz, et al. “Fair Contrastive Learning on Graphs.” In TSIPN, 2022.
[2] Kose, O. Deniz, et al. “Fairness-aware Adaptive Network Link Prediction.” In EUSIPCO, 2022.
[3] Spinelli, Indro, et al. “Biased edge dropout for enhancing fairness in graph representation learning.” In TAI, 2021.
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Feature Masking for Group Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Group fairness

[1] Kose, O. Deniz, et al. “Fair Contrastive Learning on Graphs.” In TSIPN, 2022.
[2] Kose, O. Deniz, et al. “Fairness-aware Adaptive Network Link Prediction.” In EUSIPCO, 2022.

• Hand-crafted feature masking strategies based on observations for 
sources of nodal feature bias [1], [2]

• Intuition: features correlated with sensitive attributes propagate bias

Mask correlated features with higher probabilities
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Theory-based Augmentation

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Group fairness

[1] Kose, O. Deniz, et al. “Demystifying and Mitigating Bias for Node Representation Learning.” In TNNLS, 2023

• [1] theoretically identifies bias amplifying factors in mean aggregation

• Manually designs feature masking, node sampling, edge augmentation 
strategies [1]

• Each augmentation targets different bias amplifying terms
• Augmentations minimize the corresponding bias factors 
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Automated Augmentation for Group Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Group fairness
• Instead of manual design, optimize augmentations with a fairness loss

[1] Dong, Yushun, et al. “EDITS: Modeling and Mitigating Data Bias for Graph Neural Networks.” In WWW, 2022.

• Automated augmentations on nodal features and graph structure [1]

• Fairness loss: Wasserstein distance between node embeddings’ distributions 
from different sensitive groups
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Augmentation for Counterfactual Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Counterfactual fairness [1]: Node embeddings should be same 
after flipping sensitive attribute, while everything else is fixed.

• Intuition: Embeddings must be independent of sensitive attributes
[15] Agarwal, Chirag, et al. “Towards a unified framework for fair and stable graph representation learning.” In UAI, 2021.

• Design [1]: 
• Flip sensitive attributes in augmented graph 
• Bring embeddings of original and augmented graph closer 
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Augmentation for Counterfactual Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• [1] extends counterfactual fairness definition on graphs
• The effect of sensitive attributes of neighbors

[1]  Ma, Jing, et al. “Learning fair node representations with graph counterfactual fairness.” In WSDM,2022.
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Augmentation for Counterfactual Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• [1] extends counterfactual fairness definition on graphs
• The effect of sensitive attributes of neighbors
• Causal effect from sensitive attributes on other variables like nodal 

features and graph adjacency

[1]  Ma, Jing, et al. “Learning fair node representations with graph counterfactual fairness.” In WSDM,2022.
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Augmentation for Counterfactual Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• [1] extends counterfactual fairness definition on graphs
• The effect of sensitive attributes of neighbors
• Causal effect from sensitive attributes on other variables like nodal 

features and graph adjacency

• Automized augmentation to generate counterfactual subgraphs 
for each node [1]

• Optimization via an adversarial loss

• Bring embeddings based on counterfactual subgraphs closer

[1]  Ma, Jing, et al. “Learning fair node representations with graph counterfactual fairness.” In WSDM,2022.
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Rebalancing: Path-based Rebalancing

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Aim: similar embedding distributions for different sensitive groups

• Method: Re-distribute weights of edges without topology change

• Group fairness: 
• Path-based rebalancing 
• Edge-based rebalancing

• Degree-based fairness: Re-weight existing edges
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Rebalancing: Path-based Rebalancing

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Aim: similar embedding distributions for different sensitive groups

• Method: Re-distribute weights of edges without topology change

• Group fairness: balanced weights for inter- and intra-edges 
• Path-based rebalancing for random walk-based embeddings [1], [2]

[1] Rahman, Tahleen, et al. “Fairwalk: Towards fair graph embedding.” In IJCAI, 2019.
[2] Khajehnejad, Ahmad, et. al. “CrossWalk: Fairness-enhanced Node Representation Learning.” In AAAI, 2022. 
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Rebalancing: Edge-based Rebalancing

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Aim: similar embedding distributions for different sensitive groups

• Method: Re-distribute weights of edges without topology change

• Group fairness: balanced weights for inter- and intra-edges 
• Edge-based rebalancing: Re-distribute weights of edges by optimizing 
for dyadic loss [1]

Similar probabilities for inter and intra edges

[1] Li, Peizhao, et al. “On dyadic fairness: Exploring and mitigating bias in graph connections.” In ICLR, 2021.
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Rebalancing for Degree-based Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Aim: similar embedding distributions for different sensitive groups

• Method: Re-distribute weights of edges without topology change

• Degree-based fairness: balanced weights for a constant degree [1] 

Rebalances effect of each node in optimization

[1] Kang, Jian, et al. “RawlsGCN: Towards Rawlsian Difference Principle on Graph Convolutional Networks.” In WWW, 2022.
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Orthogonal Projection

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Palowitch, John, et al. “Debiasing Graph Representations via Metadata-Orthogonal Training.” In ASONAM 2020.

sensitive 
attributes

weights

Sensitive attributes’ 
embeddings

Node embeddings

• Node embeddings are on a 
hyperplane orthogonal to 
that of sensitive attributes’ 
embeddings
• enforce linear independence 

between the two embedding 
spaces

• Linear debiasing approach
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Bayesian Debiasing: DeBayes [1]

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Buyl, Maarten, et al. “DeBayes: a Bayesian Method for Debiasing Network Embeddings.” In ICML, 2020.

• Developed for Bayesian node embedding learning

• Idea: model sensitive information in prior distribution of 
graph as strongly as possible
• Node embeddings no longer need to represent sensitive information

• Use sensitive information-agnostic prior in evaluation

oblivious 
prior

biased 
prior
trainingevaluation
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Conclusions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Node embeddings are powerful
• Carry information of structure and nodal features
• Facilitate several downstream graph-based tasks 

• Essential to prevent bias propagation towards node embeddings

• Six main approaches based on different techniques
• Optimization with regularization
• Adversarial learning
• Graph data augmentation
• Re-balancing
• Orthogonal projection
• Bayesian debiasing
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Real-World Applications

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Theoretical Understanding of Bias
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User Fairness in Recommender System

User Fairness: the recommendation quality for 
different users should be similar.

Example: Active/inactive users

Statistics of Amazon Beauty dataset [1]

[1] Fu, Zuohui, et al. “Fairness-aware explainable recommendation over knowledge graphs.” In SIGIR, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Active
user

Inactive
user
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Fulfilling User Fairness

Adversarial learning-based method: avoid 
delivering news with biased service quality towards 
certain demographic subgroups. 

[1] Wu, Chuhan, et al. “Fairness-aware news recommendation with decomposed adversarial learning.” In AAAI, 2021

The architecture of FairRec [1]

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

The goal of the adversary:
excluding the sensitive
information from user

embeddings.
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Popularity Fairness in Recommender System

group membership for user i and j

Kronecker delta 
function

degree of
node i

Total edge
number

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Masrour, Farzan, et al. "Bursting the filter bubble: Fairness-aware network link prediction." In AAAI, 2020.

Popularity Fairness: popular instances should not be 
over-emphasized compared with other instances.

Example: filter bubble problems.
Example measurement [1]:
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Popularity Fairness in Recommender System

group membership for user i and j

Kronecker delta 
function

degree of
node i

Total edge
number

A lower value indicates more inter-group edges, which
implies that those less-popular instances are encouraged
to connect with other instances.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Popularity Fairness: popular instances should not be 
over-emphasized compared with other instances.

Example: filter bubble problems.
Example measurement [1]:

[1] Masrour, Farzan, et al. "Bursting the filter bubble: Fairness-aware network link prediction." In AAAI, 2020.

More biased: Less biased:
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Popularity Fairness in Recommender System

(1) Regularization-based method: mitigating bias by 
adding a regularization term, which is relatively easy to use.

the vector of predicted 
relevance scores for 
positive user-item pairs

the vector of the feedback number
(i.e., popularity) received by the 
items in user-item pairs

This regularization relieves the effect that popular items tend to receive 
higher relevance scores.

An example [1] of regularization for popularity fairness:

[1] Zhu, Ziwei, et al. "Popularity-opportunity bias in collaborative filtering." In WSDM, 2021.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Popularity Fairness in Recommender System

(2) Edge Rewiring-based method: Based on link
prediction results, a proportion of links are rewired (i.e., 
flipped) in a greedy manner to achieve popularity fairness [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Masrour, Farzan, et al. "Bursting the filter bubble: Fairness-aware network link prediction." In AAAI, 2020.

Edge
Rewiring

Group 1 Group 2
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Provider Fairness in Recommender System

Provider Fairness: items from different providers 
should receive the same exposure rate to the customers.

• Example of metric 1: set a minimum exposure guarantee for 
all providers and used the number of unsatisfied providers to 
measure provider fairness [1].

Minimum exposure guarantee 

Unsatisfied providers

Satisfied providers

[1] Patro, Gourab K., et al. "Fairrec: Two-sided fairness for personalized recommendations in two-sided platforms." In WWW, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives



164

Provider Fairness in Recommender System

Provider Fairness: items from different providers 
should receive the same exposure rate to the customers.

• Example of metric 1: set a minimum exposure guarantee for 
all providers and used the number of unsatisfied providers to 
measure provider fairness [1].

• Example of metric 2: average number of providers appearing 
in recommendations [2].

[1] Patro, Gourab K., et al. "Fairrec: Two-sided fairness for personalized recommendations in two-sided platforms." In WWW, 2020.
[2] Liu, Weiwen, et al. "Personalizing fairness-aware re-ranking." arXiv preprint arXiv:1809.02921 (2018).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Provider Fairness in Recommender System

Provider Fairness: items from different providers 
should receive the same exposure rate to the customers.

• Example of metric 1: set a minimum exposure guarantee for 
all providers and used the number of unsatisfied providers to 
measure provider fairness [1].

• Example of metric 2: average number of providers appearing 
in recommendations [2].

• Example of metric 3: measure both the user-item relevance 
difference and item exposure rate difference between different 
providers [3].

[1] Patro, Gourab K., et al. "Fairrec: Two-sided fairness for personalized recommendations in two-sided platforms." In WWW, 2020.
[2] Liu, Weiwen, et al. "Personalizing fairness-aware re-ranking." arXiv preprint arXiv:1809.02921 (2018).
[3] Boratto, Ludovico, et al. “Interplay between upsampling and regularization for provider fairness in recommender systems.” In UMUAI, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fulfilling Provider Fairness

Rebalancing-based method: upsampling interactions 
between users and items from minority providers [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Boratto, Ludovico, et al. "Interplay between upsampling and regularization for provider fairness in recommender systems." In UMUAI, 2021

Majority Provider Minority Provider

Before Upsampling After Upsampling

User User
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Marketing Fairness in Recommender System

Marketing Fairness: users are less likely to interact with 
items whose marketing strategy is not consistent with their 
identity. 

• Example case: some gender-neutral items (e.g., armband) could 
be marketed only with images of males.

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Marketing Fairness in Recommender System

Marketing Fairness: users are less likely to interact with 
items whose marketing strategy is not consistent with their 
identity. 

• Example case: some gender-neutral items (e.g., armband) could 
be marketed only with images of females.

• Measurement: variance of recommendation errors for identity-
consistent and identity-inconsistent users [1].

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fulfilling Marketing Fairness 

Regularization-based method [1]: add an additional term 
to regularize the correlation between prediction errors and the 
distribution of market segments.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Wan, Mengting, et al. "Addressing marketing bias in product recommendations.” In WSDM, 2020.

𝑉(3.), 𝑈(3.), 𝑉(6.), 𝑈(6.): merging market 
segments within the same type of user 
identity groups or product image groups.
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Social Fairness in Knowledge Graph

Social Fairness: knowledge graph embeddings could 
encode historical social biases.

• Example case: bankers are males and nurses are female.
• Example of measurement: Distribution difference between the 

prediction distribution and uniform distribution over all possible 
sensitive feature values [1]. 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

A traditional stereotype: bankers are males, while nurses are females [2].
[1] Fisher, Joseph, et al. "Debiasing knowledge graph embeddings." In EMNLP, 2020.
[2] Zeng, Ziqian, et al. “Fair representation learning for heterogeneous information networks.” In AAAI, 2021.
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Social Fairness in Knowledge Graph

(1) Regularization-based method
Example: Use KL-divergence between the prediction distribution 
and uniform distribution over all possible sensitive feature values [1]. 

[1] Fisher, Joseph, et al. "Debiasing knowledge graph embeddings." In EMNLP, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Regularization term formulation:
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Social Fairness in Knowledge Graph

(1) Regularization-based method
Example: Use KL-divergence between the prediction distribution 
and uniform distribution over all possible sensitive feature values [1]. 

[1] Fisher, Joseph, et al. "Debiasing knowledge graph embeddings." In EMNLP, 2020.
[2] Arduini, Mario, et al. "Adversarial learning for debiasing knowledge graph embeddings." In SIGKDD, 2020.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

(2) Adversarial Learning-based method
Example: Use a sensitive information filter to remove social bias 
from the embeddings of human entities with a min-max game [2].
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Fairness in Criminal Justice

Criminal justice: predict whether a defendant deserves 
bail over a similarity network between defendants [1].

“The United States inarguably has a mass-incarceration 
crisis, but it is poor people and minorities who bear its 
brunt. Punishment profiling will exacerbate these 
disparities—including racial disparities. It also confirms 
the widespread impression that the criminal justice 
system is rigged against the poor [2].”

[1] Agarwal, Chirag, et al. "Towards a unified framework for fair and stable graph representation learning." In UAI 2021.
[2] Bazelon, Emily. "Sentencing by the numbers." Open Society Institute 2 (2005).

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives
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Fairness in Economics

Economics: default and credit risk prediction over the 
network between bank clients [1].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Agarwal, Chirag, et al. "Towards a unified framework for fair and stable graph representation learning." In UAI 2021.
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Fairness in Social Networks

Social Networks:
• Information diffusion over social networks [1].
• The gender gap on social media [2].
• Fair influence maximization on social networks [3].

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

[1] Balaji, T. K., et al. Machine learning algorithms for social media analysis: A survey. Computer Science Review, 2021.
[2] Dai, E., et al. Say no to the discrimination: Learning fair graph neural networks with limited sensitive attribute information. In WSDM, 2021.
[3] Khajehnejad, M., et al. Adversarial graph embeddings for fair influence maximization over social networks. In IJCAI, 2020.
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Fairness in Health Care

Health Care: prevent people from HIV over real-world 
social connections.

Example: in the HIV prevention domain, we wish to ensure that 
members of racial minorities or of LGBTQ identity are not 
disproportionately excluded from knowledge & resources [1].

[1] Tsang, Alan, et al. “Group-fairness in influence maximization.” In IJCAI, 2019.

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Knowledge 
about HIV
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Real-World Applications

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

Theoretical Understanding of Bias
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

Different sensitive subgroups
bear fair share of interest.

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

Similar individuals should 
receive similar outputs.

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

Nodes with different degrees 
should bear similar level of utility 
from the graph mining model.

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

The sensitive information should 
not causally influence the outputs. 

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

Recommender Systems:
(1) User Fairness
(2) Popularity Fairness
(3) Provider Fairness
(4) Marketing Fairness

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Summary on Fairness Notions

Fairness in Graph Mining: Metrics and Algorithms

The taxonomy of fairness notions:

Knowledge Graphs:
(1) Social Fairness
(2) Path Diversity Fairness
(3) Popularity Fairness

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML



• Disparity between aggregated representations from different 
sensitive groups

184

Mean-discrepancy Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• A measure for demographic parity for both link prediction and 
node classification



• Correlation between aggregated features and sensitive attributes
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Correlation-based Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Features correlated with sensitive attributes lead to intrinsic bias

||⇢||1
<latexit sha1_base64="v9sU4oVFb5jCjAoJI4yu1c3rOz4=">AAACAHicbVC7TsMwFHV4lvIKMDCwRFRITFVSKsFYiYWxSPQhNVHkOE5r1bEj20Gqkiz8CgsDCLHyGWz8DU6bAVqOZPnonHt17z1BQolUtv1trK1vbG5t13bqu3v7B4fm0XFf8lQg3EOccjEMoMSUMNxTRFE8TASGcUDxIJjelv7gEQtJOHtQswR7MRwzEhEElZZ88zTP3YDTUM5i/WWumPAiz33HNxt2057DWiVORRqgQtc3v9yQozTGTCEKpRw5dqK8DApFEMVF3U0lTiCawjEeacpgjKWXzQ8orAuthFbEhX5MWXP1d0cGY1luqCtjqCZy2SvF/7xRqqIbLyMsSRVmaDEoSqmluFWmYYVEYKToTBOIBNG7WmgCBURKZ1bXITjLJ6+SfqvpXDVb9+1Gp13FUQNn4BxcAgdcgw64A13QAwgU4Bm8gjfjyXgx3o2PRemaUfWcgD8wPn8A7/qXNw==</latexit>

with
<latexit sha1_base64="yX9GSFx5irXPUTH0m0Hd72XZsJw=">AAACHXicbVBNS8NAEN3U7/pV9ehlsQoKUpIiKoJQ7MVjBatCU8Jmu2mXbrJhdyLWkD/ixb/ixYMiHryI/8bth6CtDwYe780wM8+PBddg219Wbmp6ZnZufiG/uLS8slpYW7/SMlGU1akUUt34RDPBI1YHDoLdxIqR0Bfs2u9W+/71LVOay+gSejFrhqQd8YBTAkbyCgfbrupIL+XZqQvsDtKqVCrbdUMCHT9I7zMvPdnn2T7+UXS2t+0VinbJHgBPEmdEimiEmlf4cFuSJiGLgAqidcOxY2imRAGngmV5N9EsJrRL2qxhaERCppvp4LsM7xilhQOpTEWAB+rviZSEWvdC33T2b9TjXl/8z2skEBw3Ux7FCbCIDhcFicAgcT8q3OKKURA9QwhV3NyKaYcoQsEEmjchOOMvT5Krcsk5LB1clIuVs1Ec82gTbaFd5KAjVEHnqIbqiKIH9IRe0Kv1aD1bb9b7sDVnjWY20B9Yn98nyaKP</latexit>

⇢i = Corr(z:,i, s)

i-th aggregated feature
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Entropy-based Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Mutual information between aggregated representations and 
sensitive attributes

• For a tractable metric, upper bound mutual information
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PAC-Bayesian Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Generalization ability of trained GNN on different sensitive groups
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PAC-Bayesian Analysis

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Gradients of loss wrt weight matrices in GNN layers
• key component in training

<latexit sha1_base64="gs9G5TCvjc/Q5H/N2XlQ86NHYPc=">AAACi3icdZFdSxtBFIZnV9umsdZUL3szGIXkJuwqGCkVhFKoXikYI2TjMjs5GyfOziwzsy1hmD/Tn+Rd/01nY1q/2gMDL++Zh/OVlZxpE0W/gnBl9dXrN423zbV36+83Wh82L7WsFIUBlVyqq4xo4EzAwDDD4apUQIqMwzC7/VLnh99BaSbFhZmXMC7IVLCcUWK8lbZ+7iS5ItQmJVGGEY5P3YNOCmJustwO3bXt8K5zR4muitTOjmJ3LXAiS1DESCVIAXYCU9eZdf9CJy6deUxhiX90/5DsvyR7QjJPUk/6ojtpqx31okXglyJeijZaxlnauksmklYFCEM50XoUR6UZ23ooysE1k0pDSegtmcLIy7oHPbaLXTq8650JzqXyTxi8cB8TlhRaz4vM/6zb1c9ztfmv3Kgy+eHYMlFWBgS9L5RXHBuJ68PgCVNADZ97QahivldMb4i/jfHna/olxM9Hfiku93rxQS8+32sf95fraKCPaBt1UIz66Bh9Q2dogGjQCHpBPzgM18P98FP4+f5rGCyZLfQkwq+/ART8xng=</latexit>

@J
@W(l) =

Pn
j=1 deg(j)I

(row)
j =

Pn
i=1 deg(i)I

(col)
i

• Explainability for degree-related bias



Fair node 
embeddings
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Optimization with Regularization

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Design fairness-aware regularizers to learn fair node embeddings
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Adversarial Learning

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Node embeddings whose sensitive attributes cannot be inferred by 
discriminator
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Graph Data Augmentation

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Eliminate bias amplifying factors in graph structure and nodal 
features via augmentation design
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Re-balancing

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Re-balance weights of edges without topology change
• Balance inter and intra edges
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Orthogonal Projection

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Ensure linear independence between node embeddings and 
sensitive attributes’ embeddings

sensitive 
attributes

weights

Sensitive attributes’ 
embeddings

Node embeddings
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Bayesian Debiasing

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Model sensitive information in prior distribution of graph
• Node embeddings no longer need to represent sensitive information

oblivious 
prior

biased 
prior
trainingevaluation
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Challenge 1: Insufficient Fairness Notions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The Insufficiency of fairness notions

Can existing fairness notions help to avoid 
all cases where people may feel unfair?

Fairness Notions 
in Graph Mining

Group Fairness

Individual Fairness

Degree-Related 
Fairness

Counterfactual 
Fairness

Application-
Specific Fairness

Demographic Parity

Equality of Odds

Equality of Opportunity

Recommender Systems

Knowledge Graphs

Fairness Notions in Node Embedding Learning

Fairness Notions in Graph Clustering

Fairness Notions in Influence Maximization

Node Pair Distance-Based Fairness

Node Ranking-Based Fairness

Fairness Notions in Graph Clustering
Fairness Notions in 

Graph ML
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Challenge 2:  Multiple Fairness Notions

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The insufficiency of fairness notions

• Fulfilling multiple fairness notions 

How to achieve multiple types of fairness?

Are some of the existing fairness notions in conflict with each other?

If we could achieve multiple types of fairness, will people get a stronger 
sense of fairness? If not, what will be beneficial for social good?
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Challenge 3:  Fairness and Utility Tradeoff

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The insufficiency of fairness notions

• Fulfilling multiple fairness notions 

• Balance fairness and model utility

How to achieve fairness at low or no cost of utility?
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Challenge 4:  Robustness of Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The insufficiency of fairness notions

• Fulfilling multiple fairness notions 

• Balance fairness and model utility

• Enhance robustness of fairness

Example: there are malicious 
attackers whose goal is to 
induce bias in the decisions 
made by the government
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Challenge 4:  Robustness of Fairness

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• Enhance robustness of fairness

How would existing fairness-aware algorithms perform in terms of bias 
mitigation under malicious attack?

How to achieve better robustness in terms of fairness?

• Example: there are malicious attackers whose goal is to 
induce bias in the decisions made by the government
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Challenge 5: 
Unavailable/Missing Sensitive Information

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The insufficiency of fairness notions

• Fulfilling multiple fairness notions 

• Balance fairness and model utility

• Enhance robustness of fairness

• Bias mitigation strategy design without sensitive information

How to design fairness-aware algorithms with missing sensitive 
information?

How to define fairness when sensitive information is not fully available?
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Challenge 6: Privacy 

Fairness in Graph Machine Learning: Recent Advances and Future Prospectives

• The insufficiency of fairness notions

• Fulfilling multiple fairness notions 

• Balance fairness and model utility

• Enhance robustness of fairness

• Bias mitigation strategy design without sensitive information

• Prevent sensitive information leakage
How much sensitive information can be retrieved in existing fairness-aware 
training strategies by different adversaries?

How to mitigate sensitive information leakage while training fair models?
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Thanks for listening!
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Related Materials:
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