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In today’s rapidly evolving digital landscape, artificial intelligence (AI) has become deeply integrated into our
daily lives, from social media recommendations to healthcare diagnostics. However, this increasing influence raises
critical questions about AI’s reliability, fairness, and societal impact. The Responsible AI (RAI) Lab at Florida State
University, directed by Dr. Yushun Dong, is dedicated to addressing these fundamental challenges through cutting-edge
research across four interconnected areas.
AI Explainability. Imagine using AI to make crucial medical decisions - wouldn’t you want to understand why the AI
made its recommendations? This question drives our research in AI explainability. We develop innovative methods to
make AI systems more transparent and interpretable, particularly focusing on graph neural networks (GNNs), which
are powerful tools for analyzing interconnected data. Our groundbreaking work includes techniques for explaining
GNN decisions through training node attribution [12], information bottleneck approaches [30], and leveraging large
language models for molecular applications [20]. We’ve also developed advanced frameworks like GIGAMAE [28] and
SEESAW [11] to better understand AI models in structural and empirical ways, making AI systems more transparent.
AI Fairness. Just as we expect fairness in human decision-making, AI systems must treat all individuals and groups
equitably. Our lab leads groundbreaking research in AI fairness, particularly in graph-based systems [9]. We’ve devel-
oped comprehensive approaches to ensure both individual fairness [5] and group fairness [29], while creating innovative
solutions for debiasing AI systems [8, 39]. Our work extends to fair knowledge distillation [15] and rebalancing tech-
niques [24]. To make these advances accessible to the broader community, we’ve developed PyGDebias [6], a practical
toolkit for implementing fair AI systems, and published influential surveys [9] that guide researchers and practitioners.
AI Security. As AI systems become more prevalent in critical applications, ensuring their security is paramount. Our
lab investigates both attack mechanisms and defense strategies [34]. We’ve pioneered research in adversarial attacks on
graph fairness [41], developed novel spectral attacks [43], and created certified defense mechanisms [14]. Our innovative
work includes contrastive learning for anomaly detection [40] and certified unlearning in neural networks [42, 13]. We’ve
also made significant contributions to federated learning security [18, 17] and adaptive network filtering [4].
AI/ML Applications. Our theoretical advances translate directly into real-world solutions across various domains.
In healthcare, we’ve developed cutting-edge systems for antibiogram pattern prediction [16] and analyzed COVID-
19 policy impacts [26]. Our transportation research includes intelligent route planning [38] and advanced pavement
performance forecasting [10]. We’ve also reviewed recommendation systems [7, 21] and made significant strides in
language models [37, 25, 23, 36]. Our work extends to environmental studies [2], brain network analysis [35], time
series forecasting [27, 22], and outlier detection [1]. We’ve also developed sophisticated techniques for few-shot learning
[31], hierarchical task learning [33, 32], and hierarchical demonstration optimization [19] to foster practical AI.

The RAI Lab stands at the forefront of responsible AI research, as evidenced by Dr. Dong’s comprehensive
doctoral work [3] and numerous publications in top-tier venues. We welcome students and researchers passionate
about developing AI systems that are not only powerful but also fair, explainable, and secure. Our lab provides a
collaborative environment where theoretical innovation meets practical impact, supported by state-of-the-art resources
and mentorship. Through the above-mentioned works, we’re shaping the future of responsible AI development.

Join us in our mission to make AI systems more trustworthy, fair, and beneficial for society. Whether you’re
interested in theoretical foundations or practical applications, the RAI Lab offers exciting opportunities to contribute to
cutting-edge research that matters. We are always open to research interns, whether you’re an undergraduate student,
graduate student, or early-career researcher. We welcome everyone to reach out and explore potential collaboration
opportunities, regardless of your background or experience level. Feel free to contact us to discuss how you can
contribute to and grow with our cutting-edge research in responsible AI.
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